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A. OVERVIEW

1. Objectives

The objective of the modeling and simula-
tion task was to develop, test, and apply an ap-
propriate set of models that could translate
emission changes into air quality changes.  Spe-
cifically, we wanted to develop models that could
describe how existing measurements of ozone
(O3), carbon monoxide (CO), and sulfur dioxide
(SO2) would be expected to change if their emis-
sions were changed.  The modeling must be able
to address the effects of difference in weather
conditions and changes in land use as well as
the effects of changes in emission levels.  It must
also be able to address the effects of changes in
the nature and distribution of the emissions as
well as changes in the total emissions.  A second
objective was to provide an understanding of the
conditions that lead to poor air quality in Mexico
City.  We know in a general sense that Mexico
City’s poor air quality is the result of large quan-
tities of emissions in a confined area that is sub-
ject to light winds, but we did not know much
about many aspects of the problem.  For ex-
ample, is the air quality on a given day prima-
rily the result of emissions on that day...or is there
an important carryover from previous nights and
days?  With a good understanding of the impor-
tant meteorological circumstances that lead to
poor air quality, we learn what it takes to pro-
duce an accurate forecast of impending poor air
quality so that we can determine the advisabil-
ity of emergency measures.

2. Background

The task of developing a comprehensive air
quality modeling system for Mexico City was a
challenging one.  The development of a good air
quality system for a major urban area is difficult
under the best of circumstances, but Mexico City
poses additional problems.  Mexico City’s topog-
raphy, altitude, and latitude are significantly dif-
ferent than those cities where we have gained
the most experience.  While Mexico City has an
extensive meteorological and air quality moni-
toring network, it provides comprehensive data
from only a few locations and, of course, it is
limited to surface measurements.  In addition
few cities have the complex terrain enjoyed by
Mexico City.  Because of the complex terrain,
measurements tend to be representative of a
much more limited area, so that many more
measurements are needed to define the behav-
ior of wind fields and pollution dispersion.  In
many other cities we can deduce a great deal of
information from the measurements and thus we
don’t need to develop as comprehensive meteo-
rological models as were needed for Mexico City.

There is less experience in Mexico City in
the development and testing of emissions inven-
tories.  In other major cities the inventories have
been under development for literally decades,
while in Mexico City, the kind of inventory
needed as input to photochemical models did
not exist before this project.

There are three major components needed
to help develop a good understanding of urban
air quality in major cities.  These components are

• measurements,
• emission inventories, and
• air quality models.
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Despite many years of development around the
world, none of the components, even in the most
studied of the world’s cities, can be considered
perfect.  Measurements may be accurate, but they
are not representative of everything we would like
to know.  Emissions inventories typically embody
major uncertainties.  It appears that in cities where
there has been considerable work over many
years, the emissions inventories are inconsistent
with ambient measurements.  For example, in the
Southern California Air Quality Study, (Gertler
and Pierson, 1991) measurements of CO, hydro-
carbons (HC) and nitrogen oxides (NOX) were
made in a traffic tunnel.  The levels of NOX found
in the tunnel were consistent with those expected
from the emission inventory.  However, the HC
levels were about three times greater than ex-
pected from the inventory, while CO levels were
about twice as large as expected.  There is a vari-
ety of other studies (Oliver, et al., 1993) that sup-
port the conclusion that there are significant un-
certainties in the emissions inventories used
throughout the world.

Air quality models have had both successes
and failures.  In some instances, the inputs to the
models are of such poor quality that an apparent
success must be viewed with skepticism.  For ex-
ample, in Los Angeles the models have been giv-
ing good results, but we now know that the input
to the models was seriously in error.  Not only
were the bulk emissions wrong, but the critical
ratio of HC to oxides of nitrogen was seriously in
error.  The models gave good answers, but only
fortuitously; the simulations did not actually rep-
resent the true world.  This poses a potentially
serious problem.  Air quality management strate-
gies drawn from unrealistic simulations will not
produce the expected results.

Many of these concerns are magnified when
applied to Mexico City, where the measurements
are more limited, and the emissions have not been
studied as thoroughly as they have in some of the
major cities in the U.S.  The routine measurements
in the Mexico City area, which are taken near the
surface, are taken only in the city itself so that there
is little information about what is crossing into
and out of the city at the boundaries.  The focus
of the monitoring, carried out by the Secretaría
de Desarollo Social (SEDESOL), has been on the
pollutants of health-related concern, such as CO,
O3, and SO2.  This monitoring is quite appropri-
ate if one wants to know what the current air qual-
ity is, but it does not provide a full understand-
ing because it tells us little about the building
blocks for O3, such as HC and NOX.  Typically,
there are only five stations monitoring NOX and
two monitoring nonmethane HC.  There is no rou-
tine monitoring of HC speciation, which is very
important to O3 formation.

The routine measurements are nevertheless
very important in helping us to understand the
model performance and the air quality situation.
However, the measurements are not sufficiently
complete that they can be used in lieu of model-
ing.  As with other cities, the measurements, mod-
els, and emission inventories must be used to-
gether to obtain a good tool for air quality plan-
ning.

The three major air quality concerns ad-
dressed in this study are CO, O3, and SO2.  The
O3 ambient standards are exceeded approxi-
mately 350 days a year in Mexico City.  Carbon
monoxide ambient standards are also exceeded
many times a year, while SO2 standards are much
less frequently exceeded.  Both SO2 and CO are
monitored continuously around the city, and their
behavior also provides important insights into the
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dispersion of pollutants such as NOX and HC,
which react to form O3.  The CO is a problem
associated with emissions at low level, prima-
rily mobile sources.  The SO2 emissions have
important low-level sources, but are also associ-
ated with major, industrial, tall-stack sources and
are found in the hot gases that rise above the
stacks. Pollutants that are emitted from tall stacks
have a much different behavior from those emit-
ted near the surface.  At night, emissions from
tall stacks may be prevented from mixing down
to the ground, while emissions from low-level
sources can produce high pollution concentra-
tions because of limited mixing under an inver-
sion cap.  Nitrogen oxides are emitted from both
surface and elevated sources.  An understand-
ing of the behavior of SO2 helps to understand
NOX dispersion without the complications of
NOX chemistry.  Neither SO2 nor CO are very
reactive, so they can be treated adequately with-
out using chemistry models.  In the case of CO,
the local concentrations are very sensitive to lo-
cal winds and local source distributions.  Typi-
cally, CO is estimated with simple models and
interpolated, or locally measured, winds.  The
SO2 emissions can also be influenced by local
winds and local sources, but there is an addi-
tional complication posed by sources that are
intermittently mixed down to the surface moni-
tors from tall stacks.

The O3 is formed in the atmosphere by re-
actions involving HC, NOX, and sunlight.  Since
O3 takes time to form and is formed during the
daytime when there is more mixing, it is not as
sensitive to either small-scale sources or the de-
tails of the wind fields.  Ozone can be sensitive
to local high concentrations of nitric oxide (NO),
which can locally reduce O3 concentrations.
Because O3 is formed from both NOX and reac-
tive HC, it is possible to get the right answer for
the wrong reasons.

There have been two strategies for O3 mod-
eling.  The most common strategy involves the
use of a variety of meteorological measurements
interpolated in time and space to estimate the
winds, stabilities, and mixing heights that are
used to drive the photochemical models.  The
second approach is to use a limited set of mea-
surements as input to a three-dimensional, time-
dependent meteorological model.  In the latter
case, the physics are built into the model, while
in the former case, the physics are inferred from
measurements.  In a trend that is indicative of
the future, investigators are moving toward the
second approach—using physics intensive mod-
els.  For this work, the second approach was cho-
sen because of the limitations of the existing mea-
surements.
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B. METEOROLOGICAL
MODELING

1. Objectives

The objective of the meteorological model-
ing was to provide transport variables for the
dispersion and air chemistry models and to help
provide an understanding of the air quality situ-
ation.

2. Background

Frequently, air quality modeling relies on
simplistic assumptions about winds and trans-
port parameters.  For example, in some simple
situations a wind measured at a single site will
be taken as representative of the winds through-
out the region of interest.  However, if the ter-
rain is complex, such simple assumptions are of
little use.  In complex terrain measurements are
frequently representative of only very small vol-
umes of air surrounding the site of the measure-
ment.  For major urban areas there are two ap-
proaches to defining transport variables.  One
involves interpolating between measurements to
provide winds at all points of interest.  The other
approach involves modeling winds with a me-
teorological model that can compute a full, three-
dimensional, time-dependent wind field.  The
intent of the latter approach is to represent the
important physics in detail rather than to rely
on a dense system of wind measurements that
implicitly contain the physics.

Mexico City lies at an elevation of approxi-
mately 2200 meters above sea level in a U-shaped
basin that opens to the north.  Mountains on the
east and southeast sides of the basin form a bar-
rier with a height of approximately 3500 meters

while two isolated peaks reach elevations in ex-
cess of 5000 meters.  The city occupies a major
part of the southwest portion of the basin.  Up-
per-level wind measurements are provided by
rawinsondes at the airport; low-level winds are
measured at several sites within the city.  Many
of the sites have obstructed upwind fetches in a
variety of directions.  During the wintertime
when the worst air quality episodes occur, the
winds are frequently light and out of the north-
east.  This means the winds are light within the
city, but significant slope winds develop that
influence the behavior of the pollutants.  The
result of this combination of circumstances is a
relatively short-residence time for morning rush-
hour emissions, but a long-residence time for
afternoon and evening emissions.

3. Description of the Model

HOTMAC is a three-dimensional time-de-
pendent model (Yamada 1981, Mellor and
Yamada 1982, Yamada 1985).  It uses the hydro-
static approximation and a terrain-following
coordinate system.  HOTMAC solves conserva-
tion relations for the horizontal wind compo-
nents, potential temperature, moisture, turbulent
kinetic energy, and the turbulence length scale.
HOTMAC describes advection, Coriolis effects,
turbulent transfer of heat, momentum, and mois-
ture.  It also describes solar and terrestrial radia-
tion effects, turbulent history effects, and the
drag and radiation effects of forest canopies.  The
lower boundary conditions are defined by a sur-
face energy balance and similarity theory.  The
soil heat flux is obtained by solving a heat con-
duction equation that ignores lateral heat trans-
fer in the soil.  In an urban context the surface
energy balance requires an additional term that
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represents the heat released by human activities.
The additional heat, along with differences in
thermal and albedo properties between urban
and non-urban surfaces, produces the urban heat
island.

At the start of this project, HOTMAC used
two major sets of inputs: topography and a single
vertical profile of winds, temperatures, and rela-
tive humidity.  The topography consisted of ter-
rain heights at half-grid intervals over the do-
main and indices that showed which computa-
tional cells were covered with water and which
had trees.  In the case of trees, the fraction of the
area of the cell that was covered by trees was
also required.  In the instance of cells covered by
water, the ground temperature is fixed and the
air at the surface is saturated.

The meteorological profile is used to de-
scribe the synoptic (large-scale) conditions of
winds, temperatures, and moisture.  The model
is initialized with the potential temperature as-
sumed to be the same in every location for any
given height above mean sea level.  Potential
temperature is the temperature of a parcel of air
adiabatically compressed to sea-level pressure.
In a well-mixed atmosphere, the potential tem-
perature tends to be constant with height except
for very near the surface.  On the lateral bound-
aries the winds, moisture, and temperatures are
the result of solving a one-dimensional form of
the model in which parameters vary only in the
vertical direction.  The placement of the bound-
aries is normally chosen so that all the major ter-
rain influences on the region of interest are in-
cluded within the computational grid.

Mesoscale models are designed for circum-
stances in which the local terrain influences are
significant and make the meteorology more pre-
dictable than might otherwise be the case.  The

top boundary of the model is fixed at a constant
height above sea-level and is a no-flow bound-
ary.  The model uses a vertical grid that is linear
for a specified number of cells, but then increases
parabolically to the top.  In a typical application
the first 4 cells would be 4 meters high each, af-
ter which the cell height would expand from 37
meters for the fifth cell to over 600 meters for
the last cell.  The horizontal grid is staggered so
that the east-west and north-south wind com-
ponents are calculated at points that are offset
one-half grid in the corresponding directions.
The model uses the alternating-direction implicit
differencing technique, which provides high ac-
curacy and stability.  The model uses a nested
grid system so that areas of importance can be
treated in much greater detail.  In the current
version, the innermost grid is one-third the scale
of the next larger grid.  The computational time
is dominated by the requirements of the inner-
most grid so that the outer grids require little
computational time.  The model forms clouds,
but it does not permit precipitation.  This ver-
sion of the code does not treat the radiation ef-
fects of clouds.  Other versions of the code have
been used to describe long-wave radiation from
clouds.

HOTMAC has been used successfully in
many contexts.  It has been used in the geysers
region, which is in the Pacific Coast Range near
the Pacific Ocean of California.  It has been used
to describe flow in narrow, deep canyons of west-
ern Colorado.  It has described the formation and
dissipation of clouds during evening hours over
the south coast of England.  It has successfully
described the linked sea breeze between the Pa-
cific Ocean and the Japanese Alps.  It has also
been used on sub-continental transport problems
in the eastern U.S. and the southwestern U.S.
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4. Model Development

Early in this project, three days, represent-
ing poor, good, and normal air quality were cho-
sen for detailed modeling.  All of the days were
in the winter of 1987-88.  Meteorological inputs
were based on the afternoon rawinsonde mea-
surement of the preceding day, which was used
to estimate synoptic scale wind and temperature
profiles.  We used a nested grid system to model
the Valley of Mexico and its surrounding terrain.
The outer grid has a 6 km spacing and covers
the major terrain influences as shown in Figure
B.1.  The inner grid is enclosed in the red box
and embraces the city and the immediately ad-
jacent slopes.  The photochemical model domain
is enclosed in the blue box.  The “urbanized
area,” as defined by CO emissions, is shown in
yellow.  The individual characters plotted on the
figure are meteorological monitoring sites oper-
ated by the SEDESOL.  For example, station “Y”
is the Hangares station at the airport.  The inner
grid has a resolution of 2 km.  The two white
areas in the lower right-hand side are the two
5000-meter-plus volcanoes.

Initially, the urban canopy was approxi-
mated by using the estimated distribution of CO
emissions defined on a 1 km grid.  The relative
CO emissions were used to proportion the frac-
tion of the area of a grid cell that was covered by
canopy (rooftops), the average soil conductiv-
ity, average soil heat capacity, and the urban heat
release intensity.  The modeling showed that on
days with poor ventilation and consistent up-
per-level winds, the meteorology of the region
could be reasonably represented.  However, with
changing upper-level winds, the model gave
poor results.

a. Modifications for Changing Large-

Scale Winds

The original version of HOTMAC devel-
oped the large-scale winds from the winds used
to initialize the model.  Essentially, a single wind
speed and direction aloft are used to produce the
effects of varying large scale pressure systems.
In order to have a wind shear above the lowest
levels, the model allows the user to specify two
wind levels.  The result of the coding is to add
additional factors in the conservation equations
for the two horizontal components so that the
wind velocities are nudged toward the desired
velocities at the specified levels.  The first alter-
ation for time-varying winds was to permit the
input winds aloft to be variable with time.  The
velocities to which the computation is nudged
at any given hour would be interpolated in time
between the input values at the two nearest times
for which measured winds were available.

This approach, however, suffers from two
deficiencies: the low-level driving winds are not
changed unless the specified levels are quite low
and the differences between the measured wind
and the large-scale wind are not considered.  The
lack of low-level wind changes was solved by
nudging the lowest-level wind velocities to the
average velocities for the lowest 500 meters of
the atmosphere.  The measured wind normally
reflects both the large-scale wind and the local
influences of topography and surface features.
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Figure B.1. Modeling domains for the Valley of Mexico air basin. The entire picture comprises
the outer grid of the meteorological model. The inner grid is shown by the red box, and the
photochemical model domain is shown by the blue box. The urbanized area is depicted in
yellow.
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b. Modification for Local Wind

The procedure to adjust for the difference
between the local and large scale wind was based
on using the model to estimate the local wind in
the lowest 500 meters.  Essentially two model
runs are made.  In the first run average upper-
level conditions are used, and the low-level wind
velocities are nudged to very low values to rep-
resent no large-scale forcing.  Typically this
model run is for a simulated one and a half days
with one half day to condition the model and
one day to provide hourly local wind estimates.
The local wind velocities from the model are then
subtracted from the measured wind velocities.
In the full simulations the modeled local winds
are nudged to that difference.  This procedure
permits the model to reproduce the measure-
ments and make good estimates for other points.
It also shows good performance over many days
without reinitializing the model.

c. Urban Canopy Description

The buildings, pavement, and heat released
by human activities influence the meteorology
in urban areas.  There are two basic approaches
to deal with this effect.  One is to use a different
roughness length, while the other is to use a
canopy.  HOTMAC has had a canopy that was
developed for forested areas.  In the canopy ap-
proach alterations are made to the conservation
equations for momentum and turbulence to ac-
count for the drag effects, while the energy bal-
ances are also modified.  The energy balance
changes involve interception of short- and long-
wave radiation by the canopy with associated
heating or cooling of the air at the height of the
canopy and associated changes at the surface.

The original canopy was designed for a forest in
which the radiation striking the top of the canopy
was not immediately absorbed, but instead, de-
creased exponentially with distance into the
canopy.  In addition, there was an implicit as-
sumption that the canopy area perpendicular to
horizontal winds was similar to the canopy area
projected on the surface.  For an urban area, the
projected area in the vertical planes is typically
much less than that in the horizontal plane.  In
the current application, the drag coefficient was
reduced to account for the differences in verti-
cal and horizontal projected areas.  A second
change was to allow the canopy to completely
intercept radiation falling on it and to allow the
canopy to radiate at the temperature of the air at
the height of the canopy.  Finally, an estimate of
the anthropogenic energy released by motor ve-
hicles was put into the energy balance for the
lowest few meters of the atmosphere.  The cur-
rent canopy does not have any energy storage.

d. Surface Moisture Treatment

The original version of the model used a
very simple treatment of moisture that did not
allow the effects of dew formation and other
surface moisture features.  A new treatment was
developed where moisture could accumulate at
night on the surface if the temperature reached
the dew point.  The next day, the sun’s heating
would be used to dissipate the surface moisture
until it had been evaporated.  If the surface was
dry and the sun was well up, the Bowen ratio,
which is the ratio of the sensible heat flux to the
latent energy flux, is assumed to be constant.  In
other words, the energy flux to the atmosphere
is apportioned between the heating of the air and
evaporation /transpiration of water by a fixed
ratio.  At other times the evaporation is nil.
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e. Surface Coverage Treatment

The original version of the model used only
two surface features: water surface and every-
thing else.  The model was changed to permit
an urban classification, and later it was further
altered to accept the results of a satellite-derived
surface categorization.  The categorization pro-
duced 13 categories that are listed in Table B.1.

The satellite data were used to categorize the
inner-grid area.  Areas outside of the inner grid
were described as having mountain vegetation
for elevations above 2600 and as having foothills
vegetation (category 6) to represent scrub lands
for elevations below 2600 meters.  The satellite
data file gave the fractions of each category in
2 km by 2 km grid cells, which were 1 km offset
in each direction from the meteorological grid.
The fractional land coverage data were interpo-
lated to the meteorological grid.

For each classification, an estimate was
made of the associated surface characteristics: (1)
surface albedo, (2) surface thermal emissivity, (3)
surface daytime Bowen ratio, (4) soil heat capac-
ity, (5) soil density, and (6) soil thermal

diffusivity.  The land coverage percentages were
used with the category values to estimate the
appropriate surface characteristics for each grid
cell.  In the case of the Bowen ratio, simple area-
weighted means, as used for the other param-
eters, are not appropriate.

The mean daytime Bowen ratio for a cell was
calculated as

  

bavg =

fi

1+ 1
bi

i=1

13

∑

fi
1
bi

1+ 1
bi

i=1

13

∑

where bi is the Bowen ratio for the class while fi
is the fraction of the cell covered by the class.
This averaging was chosen to reflect the fact that
the total energy released to the atmosphere is
proportioned between the sensible heat flux and
the latent energy flux.  For example, suppose one
cell that was split between a very dry portion
and a portion that was very wet.  A very dry
area might have a Bowen ratio of 20, because it

TABLE B.1 Categories Used to Determine Surface Features

Categories
1. vegetation  (golf course fairways were placed in this category)
2. mostly bare soil (dry tilled fields and sandy areas are examples)
3. dark soil (irrigated tilled fields would be an example)
4. shadow-volcanic-urban (basalts and shaded urban areas for example)
5. urban lower income (lighter urban areas)
6. vegetation-foothills-city
7. water
8. dark urban material
9. urban material mixture

10. urban (mostly downtown)
11. vegetation mix
12. mountain vegetation
13. a mountain vegetation and rock mixture
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would have very little evaporation.  A very wet
area could have a Bowen ratio of 0.01 because
virtually all the solar radiation falling upon it
would go into evaporation.  We would expect
that the overall Bowen ratio for the entire cell
would be about 1.0 because half of the solar ra-
diation would be going into evaporation from
the wet half, while half would be going into at-
mospheric heating from the dry half.  The above
formulation gives a value of a little over 0.9,
while an area-weighted average of the two ra-
tios would give a value of about 10 and would
suggest a very dry surface.

5. Comparison with Measurements

Measurements are very important to pro-
vide model inputs and to help understand the
limitations and performance of the models.  For
the meteorological model there were six types
of measurements that were available to provide
insight into the model’s performance.  The mea-
surements are

• surface station winds,
• rawinsonde profiles,
• tethersonde profiles,
• aircraft meteorological profiles,
• aircraft elevated winds, and
• mixing heights derived from light detection

and ranging (lidar).
It is important to realize that the model and the
measurements are not necessarily attempting to
represent the same item.  For example, the sur-
face winds are measured at a single site and rep-
resent one-hour scalar averages of the wind di-
rection and wind speed.  At the same time, the
model provides one-hour ensemble mean vec-
tor averages of the wind over a 2 km by 2 km
grid with a vertical depth appropriate to the grid

cell.  The model takes the ground level as the
street level and includes the buildings as the
above-ground canopy.  The measurement sites
are usually chosen to be in more open areas, but
they may be influenced by nearby buildings or
trees.

There were two periods in which detailed
comparisons were made with a variety of mea-
surements.  The first period was February 21
through February 22, 1991, which was a period
with a good scope of measurements and was also
a period in which high O3 concentrations oc-
curred in the southwest portion of the city (on
February 22).  This period represents a classical
pollution episode.  The second period is from
February 25 through February 28, 1991.  There
were fewer measurements available during this
period, and the highest O3 occurred in the down-
town region on February 28.

During the first period, the simulations were
begun with information from the late afternoon
and early evening rawinsonde measurements at
the airport.  Rawinsonde measurements are
made by launching a balloon with a radio trans-
mitter and following the transmitter with a ra-
dio direction finder.  The transmitter radios back
the pressure and dry-bulb and wet-bulb tem-
peratures, while the direction finder gives the
balloon’s location.  The analyzed measurements
give the height, pressure, wind direction, wind
speed, temperature, and relative humidity.  The
balloons are designed to rise at a rate of about
200 meters per minute.  In the Mexico City work,
the data were available at increments of about
75 meters in height.  About 7 rawinsonde flights
were made each day.  During both periods, the
upper-level winds at 2000 and 3000 meters above
the surface were based on the rawinsonde mea-
surements.
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During the first period, the low-level wind
data were obtained by averaging the winds be-
tween 250 meters and 750 meters from the
tethersonde measurements that were made at the
Polytechnic site.  Wind speeds, wind directions,
pressure, and wet-bulb and dry-bulb tempera-
ture are measured continuously as the cable is
slowly reeled out.  Approximately one hour is
used to allow the tethersonde to reach the maxi-
mum height of 1 km.  In contrast, the rawinsonde
takes a much shorter time to traverse the same
height and produces data at much larger inter-
vals.  The model requires an ensemble mean
wind, and thus the tethersonde provides a bet-
ter approximation of the required input.  For the
second period where relatively few tethersonde
profiles were available the rawinsonde profiles
were used.

The model begins with the temperature be-
ing horizontally uniform; this is characteristic of
most afternoons in which the atmosphere is well-
mixed.  Normally, the sounding profile taken at
about 5:00 p.m. was used to start the simulation.
The temperature and relative humidity profiles
from the sounding were used to define an ap-
proximate profile for input to the model.

a. Comparison to Surface Station Winds

The model produces volume-averaged, en-
semble mean vector winds.  These winds are in-
terpolated between grid cells to the monitoring
locations.  The measurements, which were pro-
vided by SEDESOL, represent scalar-averaged
wind speeds and directions.  In the scalar aver-
aging of the directions the previous wind direc-
tion is considered.  For example, if the wind were
from 350 degrees one minute and 5 degrees the
next; 360 degrees would be added to the 5 de-

grees to make 365 degrees for averaging pur-
poses.  In addition to the uncertainty caused by
the averaging techniques, stations may experi-
ence local influences that would be too fine a
scale for the model.

Two kinds of displays were developed to
help understand the model performance: hourly
plots in which the model wind vectors are shown
along with the measured winds and station lo-
cations, and daily time-profile plots in which ei-
ther the wind direction or the wind speed is
shown in comparison to the measurements.  In
both cases the terrain is also shown as well as
the locations of the sites.  Figures B.2 through
B.5 show hourly comparisons for the morning,
afternoon, morning transition and evening for
February 22.  The dark green in the lower left
hand corner of the figures represents the moun-
tains to the southwest of the city; only the inner
grid is shown. The symbol Y represents the
Hangares station of the SEDESOL network,
which is located at the airport.  The mountains
in the upper central area are Pico de Tres Padres,
which are north of the city center.  The blue ar-
rows show the modeled wind speed and direc-
tion, while the red arrows show the measured
wind speed and direction.  The modeled values
are for 26 meters in the terrain-following coor-
dinate system, which corresponds to about 40
meters above the ground.  This height was cho-
sen because it is the first height above the high-
est point of the canopy for which calculations
were made.  The 6:00 a.m. slope winds as evi-
denced by stations U and T, which are closest to
the mountains, are well represented.  Station B
is not well represented, but it generally seems to
show anomalous behavior.  The city stations such
as X and Y show a somewhat different behavior,
which is not what might be expected because of
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Figure B.2. Comparison of measured winds (red) to computed winds (blue) for 6:00 a.m.,
February 22, 1991, with station locations and topography.



13

B. Meteorological Modeling

Figure B.3. Comparison of measured winds (red) to computed winds (blue) for 10:00 a.m.,
February 22, 1991, with station locations and topography.
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Figure B.4. Comparison of measured winds (red) to computed winds (blue) for 1:00 p.m.,
February 22, 1991, with station locations and topography.
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Figure B.5. Comparison of measured winds (red) to computed winds (blue) for 9:00 p.m.,
February 22, 1991, with station locations and topography.
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the likely local effects.  There is also some sug-
gestion in the data that there is more wind con-
vergence over the city than the model shows, as
seen by winds from the west on the west side of
the city and winds from the east on the east side
of the city.  The transition to up-slope flows oc-
curs at about 10:00 a.m., and the model is show-
ing a less-developed transition than are the mea-
surements.  Figure B.4 shows the afternoon flows
at 1:00 p.m. with fully developed slope winds.
At 9:00 p.m. strong winds out of the northwest
dominate the flow fields, and there is good agree-
ment between the model and the measurements.
This wind is likely the result of a coupled sea
breeze and valley breeze from the Gulf of Mexico.
Model simulations with the Regional Atmo-
spheric Modeling System (RAMS) model and a
large enough domain to include both oceans pre-
dict the occurrence of these winds.  The RAMS
model was developed by Roger Pielke and his
colleagues at Colorado State University; it is a
three-dimensional prognostic meteorological
model, and it is designed to use input from the
National Meteorological Center’s gridded analy-
ses of meteorological conditions.  These four fig-
ures demonstrate the variety of wind conditions
that can occur in the valley.  They also show that
the model does a reasonably good job of repre-
senting the major features.

Figure B.6 shows the time profiles of wind
directions at all sites on February 22, while Fig-
ure B.7 shows the time profile of wind speeds at
all sites on February 22.  In Figure B.6 the entire
model domain is shown so that the two white
points on the lower right-hand side are the two
5000-meter-plus, volcanoes, the central green
splotch is Pico de Tres Padres, and the red Y is
the airport.  The model shows good behavior for
stations U and T, although there are some large

fluctuations in the measurements that may be
the result of afternoon clouds, which are not rep-
resented in the model.

The wind speeds shown in Figure B.7 rep-
resent a good agreement in the early morning
hours and the late evening hours, but they un-
derestimate the increase in the late morning and
afternoon winds.  Part of this difference may be
related to the difference between vector-aver-
aged winds and scalar-averaged speeds.  For an
extreme example, suppose that the wind for one
minute was from the north at 2 meters per sec-
ond and then it shifted to the south for the next
minute.  The vector averaged wind for the two
minutes would be zero, while the scalar aver-
aged winds would be 2 meters per second.  Ac-
tual experiments as reported by Dr. Hector G.
Riveros R. of the Instituto de Física at the Mexi-
can National University (UNAM) show that the
scalar averages can be much greater than the
vector averages during circumstances where the
mean winds are light, and the turbulent fluctua-
tions are large.  From an air transport point of
view the vector average is the more relevant be-
cause the critical question is how long the same
air mass remains near the source and experiences
increased concentrations.

Figures B.8 and B.9 show the comparisons
between measured and modeled wind direction
profiles for February 25 and February 28 respec-
tively, and Figures B.10 and B.11 show the com-
parisons for wind speeds.  The simulations show
relatively good agreement with measurements
despite the fact that the model was initialized
with rawinsonde data and the fact that the simu-
lation extends for a relatively long period.  The
wind speed comparisons show a similar behav-
ior to that found on February 22.
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Figure B.6. Comparison of measured hourly wind directions (yellow) to computed hourly wind
directions (blue) on February 22, 1991, with station locations and topography.
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Figure B.7. Comparison of measured hourly wind speeds (yellow) to computed hourly wind
speeds (blue) on February 22, 1991, with station locations and topography.
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Figure B.8. Comparison of measured hourly wind directions (yellow) to computed hourly wind
directions (blue) on February 25, 1991, with station locations and topography.
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Figure B.9. Comparison of measured hourly wind directions (yellow) to computed hourly wind
directions (blue) on February 28, 1991, with station locations and topography.
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Figure B.10. Comparison of measured hourly wind speeds (yellow) to computed hourly wind
speeds (blue) on February 25, 1991, with station locations and topography.
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Figure B.11. Comparison of measured hourly wind speeds (yellow) to computed hourly wind
speeds (blue) on February 28, 1991, with station locations and topography.
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One concern in the comparison of model
winds to the rawinsonde winds is the relatively
short time over which the rawinsonde measure-
ments are made.  The difficulty of a brief mea-
surement period is that it may not be very rep-
resentative of the average conditions that the
model is asked to predict.  This concern is par-
ticularly important during the daytime, when the
wind fluctuations are large.  To address this con-
cern, plots were made in which two standard
deviations of the wind components were added
or subtracted from each modeled wind compo-
nent.  Figure B.12 is an example of such a com-
parison for 2:00 p.m. on February 22, 1991.  The
solid line shows the measured wind directions
by the rawinsonde, the dotted line shows the
model prediction, and the dashed lines show the
modeled directions with two standard devia-
tions added or subtracted from the horizontal
wind components.  At the bottom of the figure
the dashed lines indicate that essentially any
wind direction is consistent with the model be-
cause the turbulent fluctuations are so large.
Since the standard deviations are provided by
the model, we can see that the measured winds
are consistent with the model results up to 2.3
km above the surface.  In a similar fashion, the
modeled wind speeds are consistent with the
measurements shown in Figure B.13 below 2.0
km and above 0.2 km.  Near the surface there is
a high-speed tail in the measurements, which is
likely to be either a very local effect, or perhaps
a result of the balloon being launched from a
point other than the assumed point.  The high-
speed tail is a frequent feature in the rawinsonde
measurements.  Figure B.14 shows the compari-
son between modeled and measured winds at
3:00 a.m.  In this case there are differences that

reach a maximum of about 70 degrees at 200 m.
The very low turbulence is apparent as the
dashed lines collapse onto the dotted line.  High
levels of turbulence remain at the surface and
also appear in the layer from 1 to 2 km where
the high wind shear is important.  The wind-
speed comparison is shown in Figure B.15 and
shows a similar behavior to the wind directions.

Figure B.16 shows the comparison between
modeled and measured potential temperature at
3:00 a.m. on February 22.  A well-mixed atmo-
sphere would show as a vertical line on this type
of a plot.  Both curves show a stable atmosphere
near the surface, but the measured atmosphere
is considerably more stable.  There is some evi-
dence that the modeled long-wave radiation
parameters are producing a slight overestima-
tion of long-wave radiation.  The afternoon po-
tential temperature is shown in Figure B.17 and
shows a very similar behavior in both the model
and the measurements.

Figure B.18 shows the comparison between
the modeled and measured water vapor at 3:00
a.m. while Figure B.19 shows the same compari-
son for 2:00 p.m.  In the morning comparison
the model misses some of the lower level varia-
tion, while in the afternoon, the comparison is
good.  The increased water vapor levels near the
surface in both the model and the measurements
are associated with evaporation or transpiration
at the surface.

The problem of representative upper-level
data is an important one, and the wind simula-
tions suggest the rawinsondes are telling us less
than we would like them to.  This problem is
important, not just for Mexico City air quality; it
is also important for weather forecasting and air
quality analyses throughout the world because
rawinsondes are relied upon for most meteoro-
logical and air quality analyses.

B. Meteorological Modeling
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Figure B.12. Comparison of the
measured wind direction profile
(solid) to the model mean
profile (dotted) and the model
mean profile with two standard
deviations added to or sub-
tracted from the horizontal wind
components (dashed) for 2:00
p.m. on February 22, 1991, at the
Mexico City Airport.
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Figure B.13. Comparison of the
measured wind speed profile
(solid) to the model mean profile
(dotted) and the model mean
profile with two standard devia-
tions added to or subtracted from
the horizontal wind components
(dashed) for 2:00 p.m. on
February 22, 1991, at the Mexico
City Airport.
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Figure B.14. Comparison of the
measured wind direction profile
(solid) to the model mean profile
(dotted) and the model mean
profile with two standard devia-
tions added to or subtracted
from the horizontal wind compo-
nents (dashed) for 3:00 a.m. on
February 22, 1991, at the Mexico
City Airport.
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Figure B.15. Comparison of the
measured wind speed profile
(solid) to the model mean profile
(dotted) and the model mean
profile with two standard devia-
tions added to or subtracted from
the horizontal wind components
(dashed) for 3:00 a.m. on
February 22, 1991, at the Mexico
City Airport.
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Figure B.16. Comparison of the
measured potential temperature
profile (solid) and to the mod-
eled potential temperature
(dotted) for 3:00 a.m. on February
22, 1991, at the Mexico City
Airport.
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Figure B.17. Comparison of the
measured potential temperature
profile (solid) and to the mod-
eled potential temperature
profile (dotted) for 2:00 p.m. on
February 22, 1991, at the Mexico
City Airport.
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Figure B.18. Comparison of the
measured water vapor profile
(solid) and to the modeled water
vapor profile (dotted) for 3:00
a.m. on February 22, 1991, at the
Mexico City Airport.

Figure B.19. Comparison of the
measured water vapor profile
(solid) to the modeled water
vapor profile (dotted) for 2:00
p.m. on February 22, 1991, at the
Mexico City Airport.
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c. Tethersonde Profiles

For the simulation of February 20-22, 1991,
tethersonde measurements were used in the deri-
vation of the synoptic-scale winds in the model
for the lowest 750 meters of the atmosphere.
Actually the average winds for the layer between
250 and 750 meters above ground were used to
estimate the synoptic-scale winds.  The actual,
modeled winds will be influenced by the ther-
mal winds in addition to the synoptic-scale
winds, so that the comparison between the
tethersonde measurements and the modeled
winds is still appropriate.  Figure B.20 shows the
wind directions as measured by the tethersonde
for about 3:00 a.m. on February 22.  There are
considerable fluctuations in the tethersonde
winds, but the model is generally within the
designated range.  Figure B.21 shows a similar
and good comparison for the wind speeds.  Fig-
ure B.22 shows a comparison of modeled and
measured potential temperature at the same
time.  The modeled value is somewhat warmer
than the measured temperature, but it shows a
similar pattern.

Figure B.23 shows the tethersonde wind di-
rection as compared to the model prediction at
10:00 a.m.  Figure B.24 shows the tethersonde
wind direction for the period beginning at 10:59
a.m. as compared to the 11:00 a.m. modeled wind
direction.  In Figure B.23 there are large fluctua-
tions below 400 meters and relatively few fluc-
tuations above that level.  In Figure B.24 there
are large fluctuations throughout.  The 10:06
sounding was actually used to derive the wind
input for the 11:00 a.m. model run.  The 11:00
a.m. runs, which are shown in Figure B.24, are a
better fit to the 10:06 measurements of Figure
B.23.  Similar behavior is shown in Figures B.25
and B.26, which show the tethersonde speeds at

10:06 a.m. and 10:59 a.m. respectively, as com-
pared to the model results for 10:00 a.m. and
11:00 a.m.  The model results show a rapid
change associated with the changes in driving
winds.  In Figure B.26 the measured speed fluc-
tuations also show reduced levels above 400
meters.

d. Aircraft-measured Meteorological

Profiles

There were four days during the two peri-
ods of interest, the 21st, 22nd, 26th, and 27th of
February 1991, in which vertical profiles were
measured by the aircraft.  In each case, the plane
took off in midmorning and climbed out to the
northeast.  The comparisons are made with the
profiles calculated by the model for the airport
location.  The comparison of wind directions is
shown for all four days in Figures B.27 through
B.30.  In a similar fashion, the speed compari-
sons are shown in Figures B.31 through B.34.  In
each case the dashed lines represent the mod-
eled profiles.  Generally the model provides a
reasonable representation of the measurements,
although it does tend to give lower wind speeds
near 1 km, where a frequently higher speed wind
occurs.  There is no direct input of these winds
into the model because the model uses only the
averaged winds below 750 meters and the winds
at 2000 and 3000 meters above the surface.  The
effect of these higher winds might explain some
of the discrepancy between the modeled and
measured surface winds in the afternoon.  After
the mixing height goes above 700 meters, the
effect of these winds will be felt at the surface.
The other feature of note (which is consistent
with the tethersonde observations) is the marked
fluctuations within the mixed layer.  The mod-
eled values represent ensemble means and thus
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Figure B.20. Comparison of the tethersonde
measured wind direction profile (solid) to the
modeled wind direction profile (dashed) at
3:00 a.m. on February 22, 1991, at the
Polytechnical University site.
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Figure B.21. Comparison of the tethersonde
measured wind speed profile (solid) to the
modeled wind speed (dashed) at 3:00 a.m. on
February 22, 1991, at the Polytechnical
University site.
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Figure B.22. Comparison of the tethersonde
measured potential temperature profile
(solid) to the modeled potential temperature
profile (dashed) at 3:00 a.m. on February 22,
1991, at the Polytechnical University site.

Figure B.23. Comparison of the tethersonde
measured wind direction profile beginning at
10:06 a.m. (solid) to the modeled wind direc-
tion profile (dashed) at 10:00 a.m. on Febru-
ary 22, 1991, at the Polytechnical University
site.

B. Meteorological Modeling
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Figure B.24. Comparison of the tethersonde
measured wind direction profile beginning at
10:59 a.m. (solid) to the modeled wind direc-
tion profile (dashed) at 11 a.m. on February
22, 1991, at the Polytechnical University site.
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Figure B.25. Comparison of the tethersonde
measured wind speed profile beginning at
10:06 a.m. (solid) to the modeled wind speed
profile (dashed) at 10:00 a.m. on February 22,
1991, at the Polytechnical University site.
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Figure B.26. Comparison of the tethersonde
measured wind speed profile beginning at
10:59 a.m. (solid) to the modeled wind speed
profile (dashed) at 11 a.m. on February 22,
1991, at the Polytechnical University site.

Figure B.27. Comparison of the aircraft
measured wind direction profile (solid) to the
modeled wind direction profile (dashed) at
9:00 a.m. on February 21, 1991.
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Figure B.28. Comparison of the aircraft
measured wind direction profile (solid) to the
modeled wind direction profile (dashed) at
10:00 a.m. on February 22, 1991.
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Figure B.29. Comparison of the aircraft
measured wind direction profile (solid) to the
modeled wind direction profile (dashed) at
10:00 a.m. on February 26, 1991.
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Figure B.30. Comparison of the aircraft
measured wind direction profile (solid) to the
modeled wind direction profile (dashed) at
8:00 a.m. on February 27, 1991.

Figure B.31. Comparison of the aircraft
measured wind speed profile (solid) to the
modeled wind speed profile (dashed) at 9:00
a.m. on February 21, 1991.
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Figure B.32. Comparison of the aircraft
measured wind speed profile (solid) to the
modeled wind speed profile (dashed) at 10:00
a.m. on February 22, 1991.
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Figure B.33. Comparison of the aircraft
measured wind speed profile (solid) to the
modeled wind speed profile (dashed) at 10:00
a.m. on February 26, 1991.
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Figure B.34. Comparison of the aircraft
measured wind speed profile (solid) to the
modeled wind speed profile (dashed) at 8
a.m. on February 27, 1991.

do not show the fluctuations, although similar
values would be expected from the modeled tur-
bulence.

e. Aircraft-measured Elevated Winds

There were three days in the relevant peri-
ods—February 21, 22, and 27—in which aircraft
measurements of winds were available at about
500 meters above the surface.  Figures B.35
through B.37 show the comparisons of wind di-
rections for these days, while Figure B.38 through
B.40 show the comparisons of wind speeds.
Generally the wind directions are well repre-
sented, but the speeds are less accurately mod-
eled.  In Figure B.38 the model fails to show the
marked increase in wind speed on the eastern
side of the city.  In Figure B.39 the modeled winds
are too light, while in Figure B.40 the modeled
winds are too strong.
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Figure B.35. Comparison of the aircraft
measured wind directions on a west-to-east
pass of the city at 2710 meters above sea level
to the modeled wind directions at 10:00 a.m.
on February 21, 1991.
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Figure B.36. Comparison of the aircraft
measured wind directions on a west-to-east
pass of the city at 2710 meters above sea level
to the modeled wind directions at 11:00 a.m.
on February 22, 1991.
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Figure B.37. Comparison of the aircraft
measured wind directions on a west-to-east
pass of the city at 2710 meters above sea level
to the modeled wind directions at 10:00 a.m.
on February 27, 1991.
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Figure B.38. Comparison of the aircraft
measured wind speeds on a west-to-east pass
of the city at 2710 meters above sea level to
the modeled wind speeds at 10:00 a.m. on
February 21, 1991.
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Figure B.39. Comparison of the aircraft
measured wind speeds on a west-to-east pass
of the city at 2710 meters above sea level to
the modeled wind speeds at 11:00 a.m. on
February 22, 1991.

f. Lidar-derived Mixing Heights

There were four days in which lidar-derived
mixing heights were available in the period of
interest.  The lidar-derived mixing heights were
determined as the height at which 50% of the
horizontal area has a signal characteristic of the
clean air aloft.  There were two sites used in the
four days.  During February 22, the lidar was at
the Centro de Investigación y Estudios
Avanzados (CINVESTAV) site, which is a few
kilometers north of the city center.  On February
26-28, the lidar was at the UNAM site, which is
on the southern boundary of the city.  The
UNAM site is about 100 meters above the level
of the city, and the mixing height measurements
are relative to the height of the site.  The actual
line of sight is over the city, which is at a lower
elevation, so that the mixing heights would be
expected to be about 100 meters higher than
those reported.  Typically, the lidar cannot iden-
tify structures below about 100 meters because
of line-of-sight restrictions imposed by nearby
objects.

Figure B.41 displays the comparison be-
tween the model and the measurements for Feb-
ruary 22, while Figures B.42 through B.44 report
the comparisons for February 26-28, respectively.
The agreement for February 22 is excellent; the
principal disagreements are in the night when
the lidar minimum heights may be important
and one point in the late afternoon when clouds
could have influenced the comparison.  The
agreements for February 26-28 are not as good.
In particular, the measurements show a much
slower increase in the mixing height in the
midmorning.
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Figure B.40. Comparison of the aircraft
measured wind speeds on a west-to-east pass
of the city at 2710 meters above sea level to
the modeled wind speeds at 10:00 a.m. on
February 27, 1991.
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Figure B.41. Comparison of the lidar mea-
sured mixing heights (asterisks) to the mod-
eled mixing heights (line) for February 22,
1991.

Figure B.42. Comparison of the lidar mea-
sured mixing heights (asterisks) to the mod-
eled mixing heights (line) for February 26,
1991.

Figure B.43. Comparison of the lidar mea-
sured mixing heights (asterisks) to the mod-
eled mixing heights (line) for February 27,
1991.

Figure B.44. Comparison of the lidar mea-
sured mixing heights (asterisks) to the mod-
eled mixing heights (line) for February 28,
1991.
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6. Performance Summary

Researchers (Tesche et al. 1990) funded by
the California Air Resources Board, have sug-
gested procedures for evaluating the perfor-
mance of air quality models.  They suggested
many graphical outputs and a suite of statistical
measures.  Included among the statistical mea-
sures are

• model means,
• mean observation,
• standard deviation of model estimates,
• standard deviation of observations,
• least squares regression statistics,
• root mean square error,
• systematic root mean square error,
• unsystematic root mean square error,
• index of agreement,
• skill error, and
• skill variance.

Many of these terms are well understood,
but some may require explanation.  Specifically
the regression is of the form

  
φ̂pi = a + b φoi

so that the predictions,   
φ̂piare regressed against

the observations, φoi with intercept a and regres-
sion coefficient b. The systematic root mean
square error is then defined as

  
RMSEs = 1

N
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
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while the unsystematic root mean square is

  
RMSEu = 1
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The index of agreement is given by

  

I = 1–
N(RMSE)2

( P'i + O'i )2
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∑


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with P'i = φpi – φo, and Ο'i = φoi – φo.  The range of
I is from 0 to 1 with 1 representing perfect agree-
ment.  The skill error is given by

  
SE = RMSEu

σo

while the skill variance is given by:

  
SV =

σp

σo
.

The computation of these statistical param-
eters is straight forward for the wind speeds and
mixing layer heights, but wind directions pose a
more difficult problem.  Because of the difficulty
with circular data, techniques developed by
Mardia (1972) were used to calculate a regres-
sion relationship which is analogous to the stan-
dard regression on a line.  Table B.2 summarizes
the statistics for wind speeds at the monitoring
stations for six days:

Note that the bulk of the disagreement is
represented by the systematic error.

Table B.3 summarizes the statistics for wind
directions at the monitoring stations for six days:

The correlation coefficient is not shown since
it is not calculated for circular data.  Generally
the model captures the major meteorological fea-
tures; the winds respond well to major changes
in forcing winds.  The slope winds develop ap-
propriately and couple well with the large-scale
conditions.  There are some areas, however,
which could be improved.  For instance, the
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model does not have quite as much convergence
over the city as it should, and it also looks as
though the temperatures do not drop as much
at night as they should.  The rapid rise in mix-
ing heights in the February 25-28 simulations is
of concern and is probably related to the tem-
perature behavior.  The wind speeds seem to be

a little low.  The light wind speeds could be a
function of the way layer-averaged winds are
used as input, or they may reflect the fact that
the model is currently not using some of the in-
formation from the soundings in the range
from 750 meters to 2000 meters above ground.
In a layer where winds are turning with heights
averaging over 250-750 meters, the wind speeds
may actually be artificially reduced.

7. Applications

The major applications of the meteorologi-
cal model were (1) to drive the photochemical
models and (2) to drive the dispersion model-
ing.  These are discussed in detail in sections C
and D of this volume.  However, another inter-
esting application was to investigate the poten-
tial effect on air pollution of major terrain modi-
fications near Mexico City.  Some groups have
advocated cutting a pathway for air motion
through the Sierra de Ajusco to the southwest of
Mexico City.  HOTMAC was used to investigate
this proposal by simulating wind fields before
and after terrain modification.

The Sierra de Ajusco is dominated by two
peaks reaching nearly 4000 m in height.  This
range forms a massive wall that blocks air mov-
ing to the southwest.  With February 22, 1991,
and the original terrain serving as the base case,
the terrain input file to HOTMAC was modified
for two test cases.  The results were then com-
pared with the original solutions for the same
period.  The two test cases considered were the
opening of a channel directed northeast-south-
west and the removal of the tops of the two high-
est peaks in the Sierra de Ajusco.  Figure B.45a
depicts the original terrain used in the HOTMAC
model, while Figure B.45b shows the terrain

TABLE B.2 Wind Speeds at the Monitoring
Stations Over a Six-Day Period

Wind-Speed Statistics
Model mean 2.4
Observation mean 4.8
Standard deviation of predictions 1.2
Standard deviation of observations 3.0
Regression intercept 1.8
Regression coefficient 0.14
Correlation coefficient 0.32
Root mean square error 3.7
Systematic root mean square error 3.5
Unsystematic root mean square error 1.2
Index of agreement 0.49
Skill error 0.40
Skill variance 0.42

TABLE B.3 Statistics for Wind Directions at
the Monitoring Stations Over a Six-Day Period

Wind Direction Statistics
Model mean 161
Observation mean 203
Standard deviation of predictions 74
Standard deviation of observations 94
Regression intercept 79
Regression coefficient .42
Correlation coefficient xx
Root mean square error 87
Systematic root mean square error 80
Unsystematic root mean square error 72
Index of agreement 0.73
Skill error 0.96
Skill variance 0.79
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(a)

(b)

Figure B.45. (a) Three-dimensional depiction of the
fine-grid topography used in the HOTMAC base
case simulation. (b) Three-dimensional depiction of
the fine-grid topography used in the channel open-
ing simulation.
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after the channel had been opened.  The channel
opening would require moving more than 6 cu-
bic kilometers of earth.

The effect of the modifications was exam-
ined by comparing the calculated winds at three
sites for the three cases.  The sites chosen are:
Xalostoc (site L in Figure B.1), Merced (site X in
Figure B.1), and Pedregal (site T in Figure B.1).
These sites lie along a northeast-southwest line
ending at Pedregal, which had the highest O3
concentrations in the city on February 22, 1991.
Figure B.46abc shows the simulated vertical pro-
files of the winds for the three sites at 5:00 a.m.
The differences between the three cases base case
(1), channel opening (2), and cutoff peaks (3) are
very small.  There is a difference in wind direc-
tions at Xalostoc near the surface, and there are
differences in both wind speed and wind direc-

tion at Pedregal at about 20 meters height.  In
the case of Xalostoc the winds are very light so
that a change in wind direction is insignificant,
while at Pedregal, the differences suggest a
slightly weaker drainage wind.

Figure B.47abc shows the simulated wind
profiles for the three sites and three cases at 12:00
noon.  Once again the differences are quite small.
The terrain modifications produced no signifi-
cant effect on the winds of the basin, but it must
be pointed out that the terrain modification was
very small when compared with the physical
dimension of the mountain range.  Nonetheless,
this application illustrates how proposed solu-
tions to Mexico City’s air pollution problem can
be evaluated in an economical and appropriate
manner.
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(a)

(b)
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(c)

Figure B.46. Simulated vertical-wind profiles for February 22, 1991, at 5:00 a.m. (a) Xalostoc,
(b) Merced, and (c) Pedregal.
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(a)

(b)
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(c)

Figure B.47. Simulated vertical-wind profiles for February 22, 1991, at noon. (a) Xalostoc,
(b) Merced, and (c) Pedregal.
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C. DISPERSION MODELING

1. Objectives

The dispersion modeling has three objec-
tives:

• to provide a test of the modeling system
against measured data, to provide insight
into the transport variables used in the pho-
tochemical modeling;

• to estimate fractional changes in CO that
cannot be estimated reliably by a linear roll-
back because of changes in the spatial or
temporal pattern of emissions; and

• to estimate the importance of changes in
emissions that could effect the
SO2 concentrations in the city.

2. Background

Dispersion modeling blends the emissions
with the meteorology to produce concentrations
of nonreactive pollutants.  Typically, dispersion
modeling is used to represent the average con-
ditions and the high concentrations that occur
over a year.  It is normally not expected to re-
produce the hourly concentrations at the exact
positions at which they occur.  Small differences
between the modeled wind and the actual wind
can produce large differences in concentrations
from point sources. (Browne 1981)  In the urban
context the situation is somewhat improved be-
cause the sources tend to be more uniform and
thus less sensitive to the wind directions.  The
emission sources, however, can be hard to iden-
tify or may vary rapidly over time.

The two pollutants that were principally
modeled with the dispersion model were CO
and SO2.  The CO is produced by low-level

sources such as vehicles and small boilers.  Mea-
sured concentrations can be very sensitive to the
presence of local sources near the monitor.  The
SO2 is produced by low-level sources such as
diesel trucks, but it is also produced by indus-
trial sources such as power plants.  Sources that
emit from tall stacks are difficult to model pre-
cisely because small changes in wind directions
or conditions that affect how high the materials
rise above the stacks may produce major changes
in concentrations measured at a monitor.
(Browne 1981)  In Mexico City the problem is
further compounded by the high terrain, which
can deflect the material to different locations.  In
some instances, models endorsed by the U.S. En-
vironmental Protection Agency (EPA) have failed
to display a positive correlation with hour-by-
hour and site by site measurements. (Weil and
Brower 1982)  However, the models usually
show approximately correct peak concentrations
and average concentrations and are thus appro-
priate for air quality planning purposes.

3. Description of the Dispersion Model

The dispersion model is RAPTAD, a Monte
Carlo dispersion and transport code. (Yamada
and Bunker, 1988)  Pseudoparticles are trans-
ported with instantaneous velocities that include
the mean wind field and the turbulence veloci-
ties.  The turbulence velocity is generated ran-
domly so that it is consistent with the standard
deviation of the wind at the particle location.  The
location of each pseudoparticle represents the
center of mass of a concentration distribution for
each puff.  A puff is a volume of polluted air
emitted at a discrete time like a puff of smoke
from a steam locomotive.  The total concentra-
tion at any point is obtained by adding the
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concentration contributions of each puff at that
point (a kernel method).  The Monte Carlo ker-
nel method requires that a functional form for
the distribution kernel be chosen and that pa-
rameters that describe the width, breadth, and
depth of the distribution be calculated.  The ap-
proach used here is to assume a Gaussian distri-
bution where particle position variances are de-
termined from the time integration of the veloc-
ity variances encountered over the history of the
puff.  The position variances are estimated based
on the random force theory of turbulent diffu-
sion (Lee and Stone, 1982).  The random force
theory is also known as the Brownian-motion
analogy, or the Langevin model.  An equation is
written that describes the motion of particles
under the influence of random accelerations and
a resistive force term.  Lee and Stone extend the
theory to the treatment of clusters of particles
from finite-size, finite-duration sources.

The system has many advantages for appli-
cations involving complex terrain.  The use of a
higher-order turbulence model means that there
are three-dimensional time-dependent wind
fields and turbulence fields available for the rep-
resentation of dispersion and transport.  Trans-
port can be treated in more detail because im-
portant terrain influences are represented in both
the mean fields and the turbulence fields.  Con-
sider the situation depicted in Figure C.1.  A
nighttime situation is depicted in which the pol-
lution, represented by the red dots, is being re-
leased in the upper end of a canyon.  The flow in
the canyon bottom is down-canyon because of
the cold air draining down hill.  The flow aloft is
depicted as up-canyon.  A normal Gaussian puff
model would follow the mean wind down the
canyon and ignore the material that dispersed
upward and was taken up-canyon by the winds

aloft.  The situation can be treated either by a
Monte Carlo kernel model such as RAPTAD, or
it could be treated by a random particle model
that did not use a kernel.  Other random particle
codes calculate concentrations by counting ran-
dom particles in cells.  The cell approach, how-
ever, has the disadvantage that the cell sizes must
be carefully chosen, and they must vary in size.
If the cell size is too small, the concentrations
will be very noisy with some cells having no
particles and thus no concentrations, while an
adjacent cell may have very large concentrations
if it has one or two particles in its small volume.
If the cells are too large, the concentrations will
be smeared out in an unrealistic fashion.  The
kernel system, as used by RAPTAD, avoids this
problem because the pollution associated with
a particle is not concentrated at a point but ex-
tends over a volume surrounding a point.  The
volume around the point is calculated based on
the turbulence history of the particle.  In an af-
ternoon turbulent circumstance, the volume ex-
pands very rapidly, while at night it expands
very slowly.

A second example of the importance of a
more sophisticated treatment of dispersion is
afforded by the following example.  A tracer
material was released for one hour in a valley in
Utah with 65 monitors used to record the con-
centrations.  During the night very few moni-
tors actually recorded significant amounts of
tracer because the plume remained narrow as a
result of nighttime conditions.  However, the
concentration profile recorded at 10 km down-
wind extended for several hours.  Gaussian puff
calculations gave low concentrations for all
hours except one.  RAPTAD gave concentrations
that remained high for a few hours.  The
Gaussian puff model moved all the material with
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Figure C.1. Depiction of the dispersion and transport of materials released from the upper end of a canyon during the nighttime.



47

the same wind speed.  In actuality, some of the
material near the ground moved very slowly,
while some aloft moved much more rapidly.
RAPTAD was able to treat the wind-speed dif-
ferences and provide a much better description
of the actual pollution behavior.

4. Model Development

Initially the dispersion model had several
limitations:

• the kernel growth was based on a simplistic
model that was inappropriate for
rapidly changing turbulence conditions,

• emission rates did not vary over the day,
• only one source was treated,
• the plume rise was treated simplistically,

and
• the effect of vertical variations in stability

was not reflected in the size of the particle
kernel.
Turbulence conditions can change very rap-

idly shortly after sunrise, or when a layer aloft
is captured by a growing mixed layer.  Chang-
ing emission rates are very important for mo-
bile sources.  There are many sources that con-
tribute to poor air quality in Mexico City.  The
contribution of industrial sources with large boil-
ers to the air quality at any given time depends
upon the heights obtained through buoyant
plume rise.  Unrepresentative plume rise calcu-
lations can lead to poor estimates.  Finally, the
volume that is calculated to surround a
pseudoparticle is based on the circumstances
experienced by the pseudoparticle.  If materials
are transported in a mixed layer, the turbulence
may be quite high, but there may be a stable layer
aloft in which there is little turbulence.  It is in-
appropriate to let the pseudoparticle volume
extend into the stable layer above.

a. Improved Spread Parameters

From the random force theory of turbulent
diffusion, we have the following expression for
the spread parameter in the y direction:

  
σy

2 = σyo
2 + 2σyo ⋅ ∂σ ⋅S + (∂σ)2[ ] ,

where

  

∂σ = 2 ⋅σv ⋅ tLy
∆t

tLy
– 1+ exp –
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







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The parameter   S  results from the spatial av-
eraging over the plume width.  It is given by:

  
S = 2

ξ2 [ξ – 1+ exp(–ξ)] ,

with,

  
ξ =

3.25yo

L
,

with the Eulerian length scale L approximated
as:

  
L =

σv ⋅ tLy

0.39
.

In this formulation, we only concern our-
selves with the incremental change that occurs
to a finite puff during a single time step.  We
need only assume that the turbulence conditions
are constant over a single time step.

b. Time Varying Emissions

The model was altered to accept hourly
emissions.  The procedure specifies the total
number of hours on the days to be simulated and
then hourly emissions are read in.  Each time is
in hours from midnight of the start of the simu-
lation, so that different emissions could be used
at the same time on different days.  Emission
changes less frequent than hourly could also be

C. Dispersion Modeling
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used.  Within the hour there is a linear interpo-
lation with time between the last hour and the
next one.  Typically, all the mobile sources are
assumed to have the same time profile of emis-
sions, while the stationary sources are treated
with a different profile.  Two separate RAPTAD
runs are made to treat each of these source types,
and the results are combined with a simple code
that adds the contributions at each monitor site.

c. Extension to Multiple Sources

With the original code, multiple sources
were treated by combining the results from mul-
tiple runs.  However, if each emission cell is con-
sidered as a different source, the problem be-
comes unwieldy.  Consequently, the code was
modified to deal with a large number of emis-
sion sources having the same time profile.  The
first step is to prepare a file that gives cumula-
tive frequency distribution of the emissions for
all the sources.  For example, suppose we had
only three sources, and the first cell had 10% of
the total emissions, the second had 30% of the
total emissions, and the third had 60% of the
emissions.  The cumulative frequency distribu-
tion would have a line at 0.1 for the first cell, a
line at 0.4 for the second cell, and a line at 1.0 for
the third cell.  Thus, cells one and two represent
40% of the total emissions, while cells one, two,
and three represent 100% of the total emissions.
What the model does is to release more particles
in cells that represent more emissions.  The total
emissions are divided equally among the par-
ticles to be released in any given hour.  When a
particle is to be released, the model selects a ran-
dom number between 0 and 1.  It then selects
the cell that is above the random number, but is
closest to it.  For example, suppose the random

number were 0.33.  This is less than 0.4, so cell 2
would be chosen and the psuedoparticle would
be released from the center of cell two.  If the
random number were 0.05, cell one would be
chosen and the particle released from it.  The
larger the fraction of emissions in any cell the
more likely the particles are to be released from
that cell.  For the mobile source emission inven-
tory there are hundreds of cells in the cumula-
tive distribution.  The new input includes the
cumulative distribution of emissions, the easting
and northing coordinates of the cell, and for large
point sources the stack parameters associated
with the source.

d. Improved Plume Rise Description

The original plume rise description covered
only neutral and stable conditions.  In the revised
model, a considerable elaboration has been de-
veloped based on Briggs’ work (Briggs, 1984).
The model now includes two different treat-
ments for stable conditions, a treatment for el-
evated inversion layers aloft, a convective tur-
bulence treatment, and two neutral stability
treatments.  The smallest applicable plume rise
is picked as the limiting condition in each case.
The plume rise is still based on bulk properties
of the atmosphere and does not make full use of
the meteorological model outputs that are avail-
able.

e. Mixing Heights and Vertical

Restrictions on the Plume Kernel

One problem with the kernel approach is
that the kernel is based only on the turbulence
parameters experienced by the pseudoparticles.
A pseudoparticle released at the surface in a

C. Dispersion Modeling
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well-mixed layer will tend to travel in the layer
and not experience the more stable layers aloft.
Consequently, one may calculate a vertical
spread parameter that is too large if there is a
strong inversion layer aloft.  This concern was
addressed by limiting the growth of the vertical
spread of particles in the mixed layer to be less
than the height of the mixed layer.  In cases where
the mixed layer height limits the vertical spread
of the kernel, the model uses a vertically uni-
form distribution instead of a Gaussian distri-
bution.  This treatment is very similar to that
used by Gaussian puff models except that we
are using it for individual pseudoparticle ker-
nels rather than the plume as a whole.

One problem with this approach is how to
calculate the mixed layer height based on the
HOTMAC meteorological outputs.  Fortunately,
the use of HOTMAC and RAPTAD is ideal for
testing an old formulation or for developing and
testing a new formulation.  We examined the
potential temperature formulation that defines
the mixing height as the height at which the po-
tential temperature is equal to the potential tem-
perature near the surface.  We released particles
near the surface and plotted their heights, and
we also plotted the heights of the mixed height
based on the potential temperature formulation.
Ideally the calculated mixing heights should rep-
resent the upper limit of the particle positions.
We found that the potential temperature repre-
sentation seemed to overestimate the height of
the mixing layer.

Next, we considered a formulation in which
we defined the mixing height by the height at
which the fluctuations in the vertical velocity, σw,
dropped below some specified level.  This sys-
tem tended to do a much better job for the
midmorning-through-afternoon heights, but it

sometimes had difficulties with early morning
situations.  We remedied this defect by using a
formulation where we defined the mixing height
by the height at which the potential temperature
first began to increase in the early morning.  In
the early morning, relatively small values of σw,
are adequate to transport material upward across
the thin layers; however, in the afternoon large
values of  σw are required to move the material
across the deep layers.  Figure C.2 displays the
particle positions as seen from above at 10:00 a.m.
from an early morning release on February 22.
Only the fine grid is shown; the bounding lines
show what will be displayed in the vertical po-
sition plots.  For example, the particles that are
displayed in Figure C.3 are those which are
found between Universal Transverse Mercator
northing coordinates (UTMY) 2140. and 2160,
while the particles displayed in Figure C.4 are
those found between easting coordinates
(UTMX) 479. and 499.  The various lines in Fig-
ure C.3 correspond to the mixing height calcu-
lated from the various meteorological grids that
fall within the UTMY lines.  The heights show
an increase over higher terrain.  For example,
note the bump in Figure C.4 at UTMY 2165,
which corresponds to Pico de Tres Padres as
shown in Figure C.2.

f. Improvements to Model Speed

In order to provide the level of detail needed
close to the sources, many particles must be re-
leased.  However, as the plumes from individual
sources merge and mix, less detail is needed.
Moving and calculating the concentrations as-
sociated with many particles requires computer
time.  We have dealt with this problem by re-
ducing the number of particles once they are an

C. Dispersion Modeling
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hour and a half old.  As we drop most of the
particles, we increase the emissions associated
with the remaining particles correspondingly.
This saves us a great deal of computation time
while retaining the capability to treat the impor-
tant near-source behavior.  We have also done
other things to increase the speed of the model.
These include calculating the concentrations at
intervals of several time steps instead of after
each time step and using a table look-up instead
of a direct calculation of the exponentials in the
Gaussian distributions.

5. Comparison of Model Results to
Measurements

Two principal data sets were available for
testing the performance of the dispersion model:
the National Center for Atmospheric Research
(NCAR) aircraft measurements and the
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Figure C.2. Calculated pseudoparticle posi-
tions displayed on a contour map of the fine-
grid area for 10:00 a.m. on February 22, 1991,
after an early morning release.
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Figure C.3. Calculated vertical positions
above ground of pseudoparticles (asterisks)
and modeled mixing heights (lines) for all
pseudoparticles with UTM northing posi-
tions between 2140 and 2160 km.
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Figure C.4. Calculated vertical positions
above ground of pseudoparticles (asterisks)
and modeled mixing heights (lines) for all
pseudoparticles with UTM easting positions
between 479 and 499 km.
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SEDESOL surface monitoring results.  The air-
craft measurements provided a general context
that is very important to model verification,
while the SEDESOL stations provided the con-
centrations at the surface where the people are.
Good performance aloft is important for what it
tells about the meteorology that is used by the
photochemical model.  The photochemistry de-
velops over time so that near-source concentra-
tions are less important than general bulk con-
centrations.

The direct application of the dispersion
model is to the SEDESOL measurements, be-
cause they are used to determine the air quality.
The dispersion model can calculate either con-
centrations on a specified grid or at specific lo-
cations.  In this context, we chose to calculate
concentrations at the SEDESOL monitoring sites.
Furthermore, since the monitoring day chosen
by SEDESOL is from 7:00 p.m. one day until 6:00
p.m. the next, the same period was chosen for
the RAPTAD simulations.  The simulations were
begun on February 20, at 7:00 p.m. for the first
period and continued until early morning on
February 23.  For the second period simulations
were begun at 7:00 p.m. on February 24 and con-
tinued until early morning on the first of March.
In each case the first day has been ignored to
avoid results dominated by initial conditions.

a. Aircraft CO and SO2 Comparisons

We have used two kinds of aircraft measure-
ments: vertical profiles and horizontal tracings.
We have modeled the vertical profiles by calcu-
lating the concentrations at intervals of 150
meters from the surface up to 1500 meters.  We
have used the coordinates of the Hangares moni-
tor (station Y) as representative of the profiles,

although the aircraft takes off from the runway
and climbs out to the northeast.  Figure C.5
shows a comparison of the measured CO profile
on February 22 with a profile calculated for the
airport.  Figure C.6 shows the measured CO pro-
file and a profile calculated for a point 9 km east
of the airport.  The values calculated for the air-
port show concentrations that are too high near
the surface, while the modeled values east of the
airport show much lower concentration.  The
model does not reproduce the high concentra-
tions measured 0.5 km and higher above the sur-
face.  Neither the model nor the measurements
show a pattern that would be expected for lim-
ited mixing conditions.  Figures C.7, C.8, and C.9
show measured and calculated vertical profiles
for CO on February 21, 26, and 27, respectively.
Figure C.7 is particularly interesting because the
measurements show an increase above 1.5 km
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Figure C.5. Comparison of aircraft measured
CO concentrations after takeoff from the
Mexico City Airport with modeled vertical
CO profiles (dashed line) from the airport for
10:00 a.m. on February 22, 1991.
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Figure C.6. Comparison of aircraft measured
CO concentrations after takeoff from the
Mexico City Airport with modeled vertical
CO profiles (dashed line) for a point 9:00 km
east of the airport for 10:00 a.m. on February
22, 1991.
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Figure C.7. Comparison of aircraft measured
CO concentrations after takeoff from the
Mexico City Airport with modeled vertical
CO profiles (dashed line) from the airport for
10:00 a.m. on February 21, 1991.
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Figure C.8. Comparison of aircraft measured
CO concentrations after takeoff from the
Mexico City Airport with modeled vertical
CO profiles (dashed line) from the airport for
8:00 a.m. on February 26, 1991.
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Figure C.9. Comparison of aircraft measured
CO concentrations after takeoff from the
Mexico City Airport with modeled vertical
CO profiles (dashed line) from the airport for
8:00 a.m. on February 27, 1991.
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but an appropriate background for Mexico City
might be somewhat different.  Figure C.11 shows
a similar comparison for February 21, and Fig-
ure C.12 shows the comparison for February 26.

Figure C.13 shows the vertical profile com-
parison for SO2 at the airport on February 22,
1991.  The calculation shows a pattern similar to
the measurements, but the calculated concentra-
tions are slightly underestimated.  An earlier
version of the SO2 inventory gave a significant
overestimate for the modeled profiles; the dif-
ferences between the two inventories has not
been resolved.  Figure C.14 gives the vertical
profiles for February 21 at the airport.  In this
instance the concentrations are very close near
the surface, but the model underestimates the
observations aloft.  Figure C.15 shows the com-
parison for February 26 at the airport, while Fig-
ure C.16 shows the comparison for February 27.

C. Dispersion Modeling

that might be indicative of material carried up
the slopes to the southwest and returned via the
southwest winds aloft.  Unfortunately points
above 1.5 km were not modeled.  Figure C.7 is
the only profile that shows anything like a clas-
sic mixed layer in either the modeled or mea-
sured results.

Figure C.10 shows a measured vs. calculated
CO comparison for a horizontal traverse from
west to east over the center of the city at 500
meters above the surface on February 22.  The
modeled results are for only four points at
easting coordinates of 475., 485., 495., and 504.
The measurements and the model show a simi-
lar pattern, although the measurements show
higher concentrations on either side of the city.
The modeled results include no background CO
concentrations.  A typical background in a re-
mote area would be about 0.2 parts per million,
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Figure C.10. Comparison of aircraft measured
CO concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
11:00 a.m. on February 22, 1991.
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Figure C.11. Comparison of aircraft measured
CO concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
10:00 a.m. on February 21, 1991.
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Figure C.12. Comparison of aircraft measured
CO concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
11:00 a.m. on February 26, 1991.
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Figure C.14. Comparison of aircraft measured
SO2 concentrations after takeoff from the
Mexico City Airport with modeled vertical
SO2 profiles (dashed line) from the airport
for 10:00 a.m. on February 21, 1991.
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Figure C.13. Comparison of aircraft measured
SO2 concentrations after takeoff from the
Mexico City Airport with modeled vertical
SO2 profiles (dashed line) from the airport
for 10:00 a.m. on February 22, 1991.
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Figure C.15. Comparison of aircraft measured
SO2 concentrations after takeoff from the
Mexico City Airport with modeled vertical
SO2 profiles (dashed line) from the airport
for 10:00 a.m. on February 26, 1991.

C. Dispersion Modeling
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Again the concentrations aloft are underesti-
mated, but even the actual concentrations are
relatively low at about 0.02 ppm.

Figure C.17 shows the SO2 comparison for
a horizontal traverse from west to east over the
center of the city at 500 meters above the surface
on February 22.  The modeled results are for only
four points at easting coordinates of 475., 485.,
495., and 504.  The measurements and the model
show a similar pattern, although the measure-
ments show higher concentrations on either side
of the city.  The modeled results include no back-
ground SO2 concentrations.  Figure C.18 shows
the comparison for February 21, while Figure
C.19 shows the comparison for February 26.  In
most cases the concentrations are low, and the
model results slightly underestimate the obser-
vations.  On February 22 the concentrations are
the highest of the three days, and the model re-
produces that pattern, but the estimations are

about half of the observations.  Once again the
earlier inventory gave much higher modeled
values.

b. Surface CO and SO2 Comparisons

Figure C.20 reports the model-measurement
comparison at several SEDESOL monitoring sta-
tions for CO for February 22, 1991.  Figures C.21
through C.23 report the CO comparisons for Feb-
ruary 26 through February 28, respectively.  Gen-
erally the model appears to show the correct
behavior although there are cases when the
model misses a peak or puts one in that should
not be there.  There are also some cases in which
the measurements have strange behavior.  For
example, station P shows relatively high concen-
trations at all times as does station Q.  There has
been concern that the stations have a 2.5 ppm
offset to avoid numerical processing problems

C. Dispersion Modeling
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Figure C.16. Comparison of aircraft measured
SO2 concentrations after takeoff from the
Mexico City Airport with modeled vertical
SO2 profiles (dashed line) from the airport
for 8:00 a.m. on February 27, 1991.
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Figure C.17. Comparison of aircraft measured
SO2 concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
11:00 a.m. on February 22, 1991.
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associated with scatter around a zero base line;
however, these stations do not seem to have a
uniform offset.

Figure C.24 reports the comparison between
modeled and measured SO2 on February 22,
1991.  Figures C.25 through C.27 report similar
comparisons for February 26-28, respectively.
Again the model shows behavior similar to the
measurements, although the newer inventory
has produced underestimates that were not
found with the older inventory.  Of particular
interest is the difference between Figure C.20 for
CO and Figure C.24 for SO2.  Figure C.24 reports
early morning peaks in both the model and the
measured results that are not reflected in the CO
comparisons.  These could be the result of ter-
rain-induced mixing of elevated plumes.

6. Performance Summary

In section B.6 we described suggested sta-
tistical measures for evaluating model perfor-
mance.  Because they were considering gridded
model predictions, the researchers who advo-
cated these measures suggested a different set
of measures to evaluate the performance of mod-
els in predicting concentrations.  Since we are
using receptor model predictions, we chose to
use the same measures as described in B.6, even
though these measures are likely to provide a
somewhat more pessimistic view of model per-
formance.  Table C.1 summarizes the statistics
for the comparison between modeled and mea-
sured CO concentrations.
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Figure C.18. Comparison of aircraft measured
SO2 concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
10:00 a.m. on February 21, 1991.
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Figure C.19. Comparison of aircraft measured
SO2 concentrations on a west-to-east traverse
of the center of the city to modeled concentra-
tions at four points along the traverse for
11:00 a.m. on February 26, 1991.
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Figure C.20. Comparison of hourly measured CO concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 22, 1991.

C. Dispersion Modeling
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C. Dispersion Modeling

Figure C.21. Comparison of hourly measured CO concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 26, 1991.
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C. Dispersion Modeling

Figure C.22. Comparison of hourly measured CO concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 27, 1991.
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C. Dispersion Modeling

Figure C.23. Comparison of hourly measured CO concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 28, 1991.
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C. Dispersion Modeling

Figure C.24. Comparison of hourly measured SO2 concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 22, 1991.
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Figure C.25. Comparison of hourly measured SO2 concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 26, 1991.
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C. Dispersion Modeling

Figure C.26. Comparison of hourly measured SO2 concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 27, 1991.
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C. Dispersion Modeling

Figure C.27. Comparison of hourly measured SO2 concentrations (yellow) from
the SEDESOL surface monitoring network with modeled ones (blue) with
station locations for February 28, 1991.



65

The model gives a somewhat lower mean
than does the observations, although a 2.5 ppm
correction would give perfect agreement.  Gen-
erally, the model seems to be doing quite well
given the uncertainty in both the emission and
meteorological inputs.  Table C.2 summarizes the
statistics for the comparison between modeled
and measured SO2 concentrations.

The model underestimates the observed
surface concentrations in a fashion similar to that
found in comparison to the aircraft measure-
ments.  The regression and correlation coeffi-
cients are low, but it is difficult to obtain good
hour-by-hour and station-by-station agreement
in these circumstances.

Comparison with the aircraft measurements
of CO suggests good model performance over-
all.  For SO2 both surface and aircraft measure-
ments show a consistent pattern of underestima-
tion, but there are significant discrepancies in

recent SO2 emission inventories that could ex-
plain the behavior.  There is also a problem in
that the effective stack height for industrial
sources is not known except for the refinery and
the power plants, and the one used in the simu-
lations may be in error.  However, it is clear that
any particular station may not be represented
perfectly at any given time.  The ambient con-
centrations tend to support the evidence from
the wind comparisons that there is stronger con-
vergence over the city than the model is produc-
ing.  The horizontal traverses do not suggest that
the model is greatly overpredicting the late
morning mixing height.  Figure B.42 suggests
that the model should have its highest
overprediction of the mixing height at about
11:00 a.m., which should lead to a large under-
estimation of the CO concentrations aloft, but
Figure C.12 shows a fairly good agreement with
the measurements.

C. Dispersion Modeling

TABLE C.1 Comparison for Modeled and
Measured CO Concentrations

Comparison for CO Concentrations

Model  mean 4.3
Observation mean 6.8
Standard deviation of predictions 4.2
Standard deviation of observations 3.6
Regression intercept 1.8
Regression coefficient 0.38
Correlation coefficient 0.33
Root mean square error 5.2
Systematic root mean square error 3.4
Unsystematic root mean square error 3.9
Index of agreement 0.55
Skill error 1.1
Skill variance 1.1
Model maximum 30.2
Observation maximum 31.5

TABLE C.2 Statistics for the Comparison of
Modeled and Measured SO2 Concentrations

Comparison for SO2 Concentrations

Model mean 0.017
Observation mean 0.050
Standard deviation of predictions 0.015
Standard deviation of observations 0.031
Regression intercept 0.013
Regression coefficient 0.083
Correlation coefficient 0.17
Root mean square error 0.046
Systematic root mean square error 0.044
Unsystematic root mean square error 0.015
Index of agreement 0.43
Skill error 0.48
Skill variance 0.49
Model maximum 0.098
Observation maximum 0.279
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7. Model Applications

There were two major applications of the
dispersion modeling: support for the strategy
evaluation and studies of the Tula refinery’s im-
pact on Mexico City air quality. In the first in-
stance, the simulations were based on the me-
teorology of the February 22 period.  The simu-
lations were carried out with adjustments to the
emission inventory.  In the case of the Tula refin-
ery, most of the simulations were carried out with
the bad day meteorology of the earlier set of
simulations.  The simulations were conducted
to obtain an understanding of the potential con-
sequences of expanded production at the Tula
refinery to compensate for lost production at the
Mexico City refinery.  The bad day meteorology
was used as the basis, but changes were made
in the wind directions to see what might hap-
pen under unfavorable circumstances.

a. Input for Strategy Evaluation

Two sets of simulations were done for the
strategic evaluation group.  The first set was an
attempt to reproduce the CO concentration lev-
els in 1986 using an estimation of the 1986 emis-
sion levels and to estimate what the CO levels
would have been in Mexico City in 1991 if no
control measures had been implemented.  The
second set of simulations was to obtain the CO
levels that would exist if the strategies developed
by the Task III group were implemented.

The emissions data for CO in the 1986 simu-
lation were changed by modifying the combus-
tion sources (including vehicular traffic) by the
change in fuel sales between 1991 and 1986.
Noncombustion sources such as evaporative
emissions were assumed to change in propor-

tion to the population change in Mexico City
between 1980 and 1990.  These emission changes
were applied uniformly to the spatially distrib-
uted mobile and fixed sources.

The estimate of what the CO emissions
would have been in 1991 if no control measures
had been implemented was obtained from esti-
mates appearing in the World Bank Study (World
Bank 1992).  These estimates were for the excess
emissions that would occur in 1995 if no con-
trols were implemented.  An annual rate of in-
crease in these excess emissions was calculated
from the World Bank estimates and then this rate
of increase was applied to the base line 1991 data.
In addition, emission reduction measures for
fixed sources that had been implemented since
1989 were added back into the 1991 data.  These
sources were

• emissions from the refinery that was closed,
• emissions that would have occurred if pe-

troleum storage tanks had not been covered,
• emission reduction resulting from switch-

ing power plants to natural gas,
• emission reductions that were obtained by

cleaning foundries, and
• emission reductions resulting from the use

of low sulfur fuel oil (gasoleo).
Increased emissions from these sources were
added to the base case emissions and spatially
distributed as necessary.

The total CO emission reductions (addi-
tions) for these two cases are presented in Table
C.3.  The results of the calculations for CO for
these two cases are given in Table C.4.  The pre-
dicted reduction in CO levels for the 1986 sce-
nario can be compared with the actual CO lev-
els shown in Figure C.28.  The 26% reduction in
CO levels predicted for 1986 scenario compare
favorably with the actual 30% to 61% difference
in the reported values of CO in 1986 and 1991.

C. Dispersion Modeling



67

Estimated CO levels were also calculated
based on the implementation of three strategies,
each consisting of a number of options for re-
ducing CO emissions.  The CO emission reduc-
tions were applied uniformly to the mobile and
fixed sources except for the minor cases where
some spatial variation could be determined.
Table C.5 presents a) the spatial results of these

calculations and b) the percentage reduction in
CO emissions.

b. Tula Studies

The refinery at Tula is approximately 50 km
north and 10 km west of the center of Mexico
City.  The SO2 emissions that were modeled come

TABLE C.4 Results of Model Calculation for Estimated
1986 Emissions and Estimated 1991 Emissions if No
Controls Had Been Implemented

IMECA Values By Zone
Sector Base Case 1986 1991/without control
Central 103 75 126
Northeast 41 31 48
Northwest 55 41 64
Southeast 63 47 73
Southwest 68 50 79

% Decrease in IMECA Values
Sector Base Case 1986 1991/without control
Central 0% 27% –22%
Northeast 0% 26% –16%
Northwest 0% 26% –16%
Southeast 0% 26% –16%
Southwest 0% 26% –16%

C. Dispersion Modeling

TABLE C.3 Emission Changes for Estimates of 1986 Emissions and Estimated
1991 Emissions if No Controls Had Been Implemented

Emission Increase
1986 Emission Reduction Estimates for 1991

Estimates without Controls
Mobile Stationary Mobile Stationary

Pollutant Sources Sources Total Sources Sources Total
NOX 25% 19% 21% (7%) (0.1%) (5%)
HC 24% 1.5% 13% (12%) (1.7%) (7%)
SO2 23% 19% 28% (2%) (24%) (21%)
PST 26% 1.5% 1% (0.1%) (0%) (0%)
CO 26% 3.5% 25% (16%) (0%) (15%)
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Figure C.28. CO IMECA values for Mexico
City for 1986 and 1991. The values plotted
are the peak daily values averaged over the
month.

from the sulfur in the fuel oil.  About one quar-
ter of the total energy flow was assumed to come
from fuel oil containing 4.2% sulfur.  The remain-
der of the energy flow was assumed to come
from natural gas with negligible sulfur content.
The total emissions amount to about 20 tons of
SO2 per day.  Four wind-direction scenarios were
considered: (1) winds from 350 degrees, (2)
winds from 360 degrees, (3) winds from 10 de-
grees, and (4) winds from 30 degrees, which is
the same as the bad day scenario.

For each wind direction, three stack heights
were considered: (1) 60 meters, (2) 120 meters,
and (3) 200 meters.  The effective stack height
includes the plume rise, which varies over time
during the day.  At night or in the early morning
the plume rise will add about 120 meters to the
stack height, while in the daytime a figure of 300

meters would be more representative.  The ef-
fective stack height, including both the physical
stack height and the plume rise, was used in all
the modeling.

Each simulation included a 30-hour release
beginning at 8:00 p.m. on the evening before the
bad day.  Concentrations were calculated for a
grid over the city and at each of the SO2 moni-
toring sites.  The highest one-hour concentrations
were calculated for site N (San Augustin) and
were associated with interaction between the
plume and Pico de Tres Padres.  This occurred
for scenario 1 with a wind direction of 350°.  Fig-
ures C.29 and C.30 show two different perspec-
tives of the plume as it travels from Tula and in-
teracts with the mountains.  The highest value
was about 500 micrograms per cubic meter in a
one-hour average.  The highest concentration
was associated with the 60-meter stack height.
Increasing the stack height to 120 meters
dropped the maximum concentration to 130 mi-
crograms per cubic meter.  A further increase to
of stack height to 200 meters dropped the maxi-
mum, which was found at site H (La Presa.), to
40 micrograms per cubic meter.  The 24-hour
average would be about 7 micrograms per cubic
meter.  In each case some of the plume is being
trapped in the cold air draining off the moun-
tains.

The bad-day simulations produced slightly
lower concentrations of about 27 micrograms per
cubic meter at stations S (Sta. Ursula) and T
(Pedregal) in the southwestern part of the city.
Figure C.31 shows the plume behavior during
this simulation.  Under these conditions, the be-
havior is not very sensitive to the plume height
because the mountains are high enough to trap
the highest plumes and allow cold air to carry
them into the city.
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These simulations were particularly inter-
esting because they pointed to the potential sig-
nificance of out-of-city sources, a problem to
which little attention has been paid.  Further, the
need for a model with capabilities as described
herein is clear; simple models would not have
been able to address the complexity of this situ-
ation.

C. Dispersion Modeling

TABLE C.5.A Predicted CO IMECA Values by Zone for the Three Strategies

Predicted IMECA Values By Zone
Sector Base Case Strategy 1 Strategy 2 Strategy 3
Central 103 56 29 29
Northeast 41 24 15 15
Northwest 55 35 19 17
Southeast 63 33 20 20
Southwest 68 39 24 22

TABLE C.5.B Predicted Percentage Decrease in IMECA Values by Zone for
the Three Strategies

% Decrease in IMECA Values By Zone
Sector Base Case Strategy 1 Strategy 2 Strategy 3
Central 0% 46% 71% 71%
Northeast 0% 42% 63% 63%
Northwest 0% 36% 66% 68%
Southeast 0% 48% 69% 69%
Southwest 0% 42% 64% 67%
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Figure C.29. Pseudoparticles interacting with Pico de Tres Padres after release from a source near Tula with winds
from 350 degrees and bad-day meteorology as seen from the north.
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Figure C.30. Pseudoparticles interacting with Pico de Tres Padres after release from a source
near Tula with winds from 350 degrees and bad-day meteorology as seen from the west/
northwest.
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Figure C.31. Pseudoparticle positions illustrating the move-
ment of material from Tula to the Mexico City area with wind
directions associated with bad-day meteorology. Solid lines
show the fine-grid area and contours of pollutant concentra-
tions.
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D. PHOTOCHEMICAL
MODELING

1. Objectives

The primary objective of photochemical
modeling is to predict the formation of O3 and
the diurnal evolution of O3 concentration in an
urban area or region.  This prediction is depen-
dent upon an assumption of some level of emis-
sions of reactive gases and is most frequently
applied to prescribing control of those emissions
in order to affect a change in peak O3 concentra-
tion.  The core of the photochemical model is the
mathematical description of a complex series of
chemical reactions involving sunlight, HC, ox-
ides of nitrogen and other atmospheric species.
This chemistry module may constitute most of
the model as in a nondimensional box model, or
it may be only one component of a sophisticated
three-dimensional model that also incorporates
many details of atmospheric dynamics and phys-
ics.

As air quality research matures in a given
city or region, there are usually more data avail-
able on the details of the air pollution problem
such as concentrations of other minor reactive
species and speciation information on emitted
and ambient HC.  The objective of photochemi-
cal modeling then is to improve the simulation
and prognostic capabilities developed earlier by
requiring more stringent validation against the
behavior of minor species, such as specific HC,
or another photochemically generated com-
pounds, such as peroxyacetylnitrate.  Typically
then, the model is used for more sophisticated
analyses of emission control or air quality im-
provement strategies to provide three-dimen-
sional concentration distributions over the

urban area or region.  This spatially and tempo-
rally defined data can be used in assessment of
population exposure and the effects of air qual-
ity management initiatives on population expo-
sure.

2. Photochemical Modeling in Air
Quality Research and Management

Air pollution, in particular smog formation
represented by O3, is an environmental problem
that is both unrelenting and difficult to control.
It is especially difficult to assess the actual im-
pact of the programs devoted to the control of
air pollution.  As a secondary pollutant O3 is not
emitted directly into the atmosphere but is pho-
tochemically formed from the interaction of at-
mospheric species, with HC and NOX being most
important in an urban environment.

Because O3 is a secondary pollutant, its con-
trol and abatement are much more difficult than
that of the primary pollutants, including its pre-
cursors.  The understanding and evaluation of
the persistence of secondary photochemical pol-
lution can be performed through the modeling
of those processes that drive the diffusion, trans-
port and transformation of the species in the at-
mosphere.  While smog chambers have provided
the backbone of our current understanding of
air pollution photochemistry, they cannot be
used to simulate many complex aspects of am-
bient smog formation such as the spatial and
temporal variations of primary pollutant emis-
sions; mixing heights, transport, and diffusion
can not be simulated satisfactorily in smog cham-
bers.  Indeed, mathematical simulation is an
attempt to circumvent these difficulties by
coupling the knowledge of photochemistry
gained from laboratory studies with a detailed

D. Photochemical Modeling
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representation of the emissions and dispersion
that occur in the real world.  A photochemical
air quality model is the compilation of those
models that describe such processes.

Air quality models are formulated to de-
scribe the relationship between emissions and
air quality under a given set of meteorological
conditions and, thus, can enable us to examine
the implications of controlling secondary pollut-
ants via the control of their precursors.  A wide
variety of air quality models have been devel-
oped.  There are simple models that linearly cor-
relate the concentration of pollutants with their
precursor concentrations or that empirically ex-
amine the influence of experimentally measured
relevant variables in the pollutant concentra-
tions.  There are also complex airshed models,
which attempt to incorporate into a mathemati-
cal formulation realistic descriptions of the me-
teorology, chemistry, origin, and fate of specific
emissions, as well as pollutant sinks within an
air basin.

D. Photochemical Modeling

Figure D.1. A schematic description of the
main features of a Gaussian plume model.
For clarity, only the horizontal dispersion in
the y direction, perpendicular to the wind
direction, is shown.

Figure D.2. A schematic representation of the
box model, in which species of emissions are
transported into and out of the box.

Gaussian plume models describe the con-
centration of pollutants in a plume downwind
from a point source.  Occasionally, these models
are applied to emissions from line sources (roads)
or area sources (commercial districts). A sche-
matic description of the main features of these
models is given in Figure D.1.

More complex than the Gaussian plume
models, however, are box models.  In these mod-
els the air mass over a region is treated as a box
into which pollutants are emitted and undergo
chemical reactions.  In Figure D.2 a representa-
tion of these models is given.  Transport of spe-
cies into and out of the box, as well as dilution
processes from the variation of the mixed layer
height throughout the day, are taken into account
through the variation of meteorological param-
eters.  Because chemical mechanisms are in-
cluded in this type of model, it is possible to de-
scribe the O3 temporal behavior, from a set of
initial conditions to the corresponding maximum
O3 concentration, in good agreement with moni-
tored values.  The formulation of the model does
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not have spatial resolution; consequently, emis-
sions, photochemistry and pollutant impacts are
homogeneous throughout the modeled region.

Given a set of initial conditions, specifically
O3 precursor concentrations, a maximum O3 con-
centration may be calculated.  However, since
the chemical processes are not linear, it is pos-
sible to attain the same maximum O3 concentra-
tion from different combinations of initial con-
ditions.  The common procedure, then, is to plot
O3 isopleths, or contour lines of maximum O3
concentration, as a function of initial conditions,
usually NOX and HC concentrations.  Isopleth
diagrams are widely used in the U.S. to plan
specific emission reduction strategies in a given
geographical area.  In Figure D.3 a set of isop-
leths for the Mexico City Metropolitan Area
(MCMA) is depicted.

The trajectory models are an improvement
to the box models.  They consider one column
of air following a trajectory predicted by the pre-
vailing meteorology.  As the air parcel contain-
ing certain initial pollutant concentrations
moves, it experiences the combined influences
of advection, turbulent diffusion, chemical reac-
tion, fresh emissions, and removal processes.
These models are most useful for examining the
emissions, chemistry, and potential control strate-
gies for one or a limited number of major point
sources in a geographical region not highly influ-
enced by distributed sources.  This type of model
may be implanted in a quasi three-dimensional
mode since it is possible to define several layers in
a vertical direction, as shown in Figure D.4.

Even more complex models are known as
airshed models.  The area to be modeled is di-
vided into an Eulerian three-dimensional grid
(Figure D.5).  The equations that describe the
pollutant concentration variations from initial

conditions are solved within each cell of the grid,
which imposes a large computational effort.  The
concentration of species may vary by the incor-
poration of new emissions, transport of chemi-
cal species in and out of each cell, dilution, and
chemical reactions, all as a function of time.  One
advantage of this type of model is geographical
resolution for control strategies and impacts.  A
major disadvantage is the relatively great ex-
pense required to develop the necessary model
input to run these models. A more extensive
description of the box, trajectory, and Eulerian
models can be found in Section D.3.

The input data to air quality models include
the meteorological description over the entire
region of interest (i.e., wind field, mixing-height
variation, temperature profiles and atmospheric
stability) and temporally and spatially distrib-
uted emission inventory data (most of the mod-
els require that the data be classified according
to the chemical classes considered by the mecha-
nisms).  In addition, a set of initial and bound-
ary conditions corresponding to the particular
simulation should be specified.  Unfortunately,
uncertainties, approximations, and assumptions
in the chemical mechanism, description of physi-
cal processes, meteorology, and particularly
emission databases are common to every appli-
cation of airshed modeling.

The development of air quality models has
been directed mainly to the understanding of O3
formation as the most serious secondary pollut-
ant.  Thus, O3 formation is well-described by
moderate- to high-complexity models, but this
is usually not the case for other secondary pol-
lutants, to whose description, major research ef-
forts should be made.  Consequently, good agree-
ment for all major pollutants under all conditions
is rarely obtained.

D. Photochemical Modeling
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Figure D.3. A set of isopleths representing O3 concentration for the MCMA.
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(A)  Geographical Area Designated for Modeling

(B)  Specification of the Grid Area

(A)  Geographical Area Designated for Modeling

(B)  Specification of the Grid Area

Figure D.4. A schematic diagram of the
Lagrangian-type trajectory model.

D. Photochemical Modeling

(B) Specification of the Grid Area

The current generation of airshed models
can predict with reasonable accuracy the maxi-
mum O3 concentration downwind of an urban
area as a result of meteorological conditions and
source emissions.  It is also possible to predict
the impact produced by changes in the emissions
in different areas within the modeling region.
These models also determine the extent to which
the emissions should be decreased to attain a
noticeable change in O3 concentration.
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(C) Atmospheric processes treated in a column of grid cells

Figure D.5. A schematic diagram of the grid used in a Eulerian airshed model. The diagram also
represents the treatment of atmospheric processes.
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3. Description of Models

a. O3 Isopleth Plotting with Optional
Mechanisms, Version 4 (OZIPM-4)

The OZIPM-4 model is a U.S. EPA-sup-
ported model that uses the Empirical Kinetic
Modeling Approach (EKMA) (EPA 1989).  This
version of the model includes a photochemical
mechanism called the Carbon Bond Mechanism-
IV (Gery et al. 1989) as the default mechanism,
but it includes the provision for modification of
the mechanism or for use of an alternate mecha-
nism.  This model has been widely applied in
the U.S. for the purpose of calculating city-spe-
cific relationships between photochemical oxi-
dants, expressed as O3, and the photochemical
oxidants’ precursors, nonmethane organic com-
pounds (NMOC) and NOX.  This relationship is
usually plotted in terms of an O3 isopleth chart,
which forms the basis for emissions reductions
policies designed to meet the National Ambient
Air Quality Standard for O3.

The OZIPM-4 is a chemistry-intensive, tra-
jectory-type model designed to simulate O3 for-
mation in urban atmospheres.  It mathematically
simulates the physical and chemical processes
taking place in the atmosphere within the limi-
tations of the concept of the model.  It is assumed
that a column of air containing O3 precursors is
transported along a trajectory.  The height of the
column is the height of the mixed layer, and the
fresh emissions that enter the column as it moves
are instantaneously and uniformly mixed
throughout the height of the column.  Horizon-
tal concentration gradients are assumed to be
small so that exchange of air between the col-
umn and its surroundings is insignificant.

OZIPM-4 was applied to Mexico City in a
simulation of February 22, 1991, both in model-
ing the episode of that day and in calculating a
set of isopleths based on conditions of that day.
Isopleths are generated by a series of calculations
with different initial NMOC and NOX concen-
trations, but over the same trajectory with the
same emissions, the same diurnal change in mix-
ing height, and the same solar (or actinic) flux.
Thus, the isopleths are city-specific.

b. CIT* Photochemical Airshed Model

The CIT airshed model (McRae et al. 1982
and 1983, Russel et al. 1988) is an Eulerian pho-
tochemical air quality model that calculates the
transport and chemical reactions of pollutants
in the atmosphere (Figure D.5).  This model
solves numerically the atmospheric diffusion
equation for a set of reacting chemical species:

    

∂Ci
∂t

+ ∇ ⋅(u Ci ) = ∇ ⋅(K∇Ci ) + Ri + Qi

where Ci is the concentration of species i, u is
the 3-D wind velocity vector, K is the eddy
diffusivity tensor (here assumed to be diagonal),
Ri is the rate of generation of species i by chemi-
cal reactions, and Qi is a source term for elevated
point sources of species i.  If the above equation
is written repeatedly for each of the chemical
species tracked by the model, a system of
coupled nonlinear equations is obtained.

D. Photochemical Modeling

*CIT is derived from the California Institute of Tech-

nology and the Carnegie Institute of Technology at

Carnegie Mellon University, the two institutions re-

sponsible for developing the model.
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To solve the equation system, a set of initial
and lateral boundary conditions should be es-
tablished.  The values of the different variables
are set using measured pollutant concentration
data.  The ground-level boundary condition sets
upward pollutant fluxes equal to direct emis-
sions minus dry deposition.  A vertical concen-
tration gradient for each species is set so that it
decreases to a zero value at the top boundary,
ensuring that there is no vertical transport of
pollutants through the top of the modeling region.

Typical photochemical reaction mechanisms
that are used within regional air quality models
simplify the treatment of the volatile organic
compounds by aggregating the emissions of
hundreds of individual species into a much
smaller number of lumped species classes.  The
version of the CIT model used in the simulation
of O3 formation in the MCMA contains a con-
densed version of the Lurmann, Carter, and
Coyner (LCC) mechanism. (Lurmann, Carter,
and Coyner 1987)

The extended LCC mechanism includes 106
chemical reactions involving 35 different inor-
ganic and organic species.  In the mechanism the
organic species are lumped by molecular classes.
Compounds that have similar structure and re-
activity are grouped together.  The chemistry of
all molecules within a single lumped class is then
represented using one or more surrogate species
(e.g., toluene is used to represent the chemistry
of all monoalkylbenzenes).  A list of the lumped
organic species groups and the corresponding
surrogate species is shown in Table D.1.

The chemical mechanism includes separate
reactions with the hydroxyl radical for each of
the lumped organic species.  In addition, the
mechanism includes the reactions of ethene and
lumped C3+ alkenes with O3, the nitrate radical,

and atomic oxygen.  In the chemical mechanism,
the photolysis reactions involving the aldehydes
and ketones are also considered.

The removal of pollutants at the ground sur-
face by dry deposition is included in the model.
Dry deposition velocities are computed using
local meteorology, surface roughness, and land
use data in each square cell of the simulation
grid. (Russel et al. 1992)  Resistance to dry depo-
sition from turbulent transport in the atmo-
spheric boundary layer, ra, and the molecular
diffusion through the laminar sublayer near the
ground, rb, are calculated by fluid mechanical
considerations.  Then a surface resistance term,
     , specific to the pollutant and land-use type is
included to account for pollutant-surface inter-
actions.

The final formulation is

  
νg

i = 1
ra + rb + rs

i

where      is the actual deposition velocity for
species i used in the model.  Surface resistance
values are derived from the recommendations
of Sheih, et al. (1986) and engineering judgment.
Thirteen different land-use categories are speci-
fied, derived from satellite data. (Williams et al.
1992)  Dry deposition velocities for the HC,

D. Photochemical Modeling

TABLE D.1 Lumped Organic Classes in the
LCC Mechanism

alkanes
alkenes
ethene
toluene
di- and tri-alkyl aromatics
formaldehyde
higher aldehydes
carbon monoxide

  
νg

i

  rs
i
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though rarely measured, are generally thought
to be low because most of the HCs are neither
highly reactive nor highly soluble in water, and
therefore surface resistance terms for these spe-
cies are large. (Wesley 1989)

4. Model Implementation

a. Photolysis Rates

Sunlight drives atmospheric chemistry as
certain molecules are photodissociated into
atomic and molecular free radicals, which are
highly reactive.  This is the case with nitrogen
dioxide, which in the troposphere participates
in O3 formation, as described by the following:

  NO2 + hν → NO + O O + O2 → O3 .

The geographical conditions of the MCMA,
which is located in an elevated basin 2240 m
above sea level at latitude 19.5° N, favor the for-
mation of photo oxidants.  The latitude of a re-
gion affects the solar altitude and the zenith
angle, which are also influenced by the time of
the day and the season of the year.  As a conse-
quence, the solar zenith angle and solar altitude
for Mexico City are higher than those for Los
Angeles, or London.  In Figure D.6 the diurnal
variation in solar zenith angle is given for sum-
mer and winter for 20°, 35° and 50° N latitude.
These latitudes may be identified with the above-
mentioned cities.  A higher solar zenith angle
implies higher actinic irradiance.

The calculation of the photodissociation rate
coefficients of the main atmospheric species is
necessary in order to appropriately model their
dissociation by the influence of solar irradiation
over Mexico City.  This is done by calculating
the integral over all wavelengths of the product
of actinic flux, cross section, and quantum yield
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Figure D.6. Effect of latitude on solar zenith
angle. A & D, 20° N latitude, summer and
winter solstices; B & E 35° N latitude, sum-
mer and winter solstices.

for each photoactive molecule.  Of these param-
eters, the actinic flux is the most difficult to esti-
mate because it requires a solution for the radia-
tive transfer equation which contains variables
as multiple scattering, absorption, surface and
cloud albedos.

The photodissociation rate coefficients of
NO2, O3 and HCHO (formaldehyde) under
MCMA conditions were calculated solving the
radiative transfer equation by the δ-Eddington
method. (Joseph and Wiscombe 1976)  A com-
putational code was developed to estimate the
actinic flux in the spectral region (280-410 nm).
Data on absorption cross sections and quantum
yields may be easily introduced for the species
of interest.  In this model the atmosphere is con-
sidered as a combination of air, nitrogen diox-
ide, O3, and dry aerosols.  The tropospheric aero-
sol above MCMA was obtained as an average of
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albedos, ϖe, were obtained using average val-
ues of optical depths measured at two wave-
lengths: 0.50 µm and 0.88 µm.  It was found that
in this period ϖ is practically constant: 0.97
(0.50 µm) and 0.98 (0.88 µm), whereas ϖe varies:
0.86 – 0.92 (0.50 µm) and 0.68 – 0.76 (0.88 µm).
Differences between ϖ and ϖe were overcome
by changing the absorptive part of the refractive
index used in Mie calculations.

Based on data for the period from February
16 to March 1, 1991, we can conclude that rather
than absorption, scattering by atmospheric aero-
sols governs the attenuation of solar radiation,
especially in the visible part of the spectrum.

b. Hydrocarbons and Atmospheric

Reactivity

The formation of O3 in the troposphere is
the result of a complex series of reactions be-
tween volatile organic compounds (VOC) or HC
in the presence of (NOX) and sunlight, as de-
scribed briefly by the following set of reactions:

NO2 + hν → NO + O
O + O2 → O3

O3 + NO → NO2
{O3, H2O, hν} → H2O2

H2O2 + hν → 2 OH
RH + OH → R + H2O

R + O2 → RO2
RO2 + NO → RO +NO2

RO + O2 →  (a) RCHO + (b) R2 + (c) R' + (d) HO2
RCHO + OH  →  RCO

RCHO + hν  →  R + HO2
RCO + O2  →  RCO3

RCO3 + NO →  R + CO2 + NO2
HO2 + NO → NO2 + OH

(RH is a hydrocarbon in this reaction scheme.)
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aerosol size distributions in 360 measurements
during a three-year period from 1987 to 1989.

The photolysis rates for NO2 and O3 ob-
tained with the code described above (Ruiz-
Suarez, J.G., et al 1993a) compare reasonably well
(within less than 10%) with measurements made
previously at 3 km altitude in the vicinity of Boul-
der, CO (Parrish et al. 1993) and in Ann Arbor,
MI (Dickerson et al. 1982).

During February 1991, an extensive mea-
surement campaign was performed in the
MCMA under the Mexico City Air Quality Re-
search Initiative (MARI).  In the period from Feb-
ruary 16 to March 1, 1991, particulate matter was
collected at three different sites where other si-
multaneous experiments were taking place.  Par-
ticulate matter in the atmosphere attenuates di-
rect solar radiation by scattering, reflection, re-
fraction, and diffraction, and the term “particle
diffusion” refers to the combination of these ef-
fects.  If the amount, nature, and size distribu-
tion of the particulate matter were known in
detail, the resulting attenuation coefficient and
its variation with wavelength could be calculated
by the Mie theory.  Particle size distribution cov-
ered a diameter range of 0.006 – 1.0 µm. With
the averaged data, the Mie theory was used to
calculate extinction coefficients and single
scattering albedos. (Eidels-Dubovoi 1993) The
calculations were done for four wavelengths
0.50 µm, 0.55 µm, 0.88 µm, and 1.06 µm, assum-
ing a typical tropospheric aerosol refractive in-
dex of 1.65 – 0.005i.

The associated visibility was derived using
the Koschmieder formula, which simply relates
visual range with the extinction coefficient.  The
visual range was found to be at a minimum on
February 23 (5.4 km) and at a maximum on Feb-
ruary 27 (47 km).  Empirical single scattering
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The oxidation of HC usually starts with the
hydroxyl radical (OH above).  Because these re-
actions are not occurring in isolation in the at-
mosphere, but in the presence of an enormous
variety (~200 different VOCs) of other com-
pounds that are reacting at the same time, many
different intermediate and final products are
formed.  Among the intermediate products of
reaction are aldehydes (RCHO above), second-
ary reactive organics (R and R2 above), and hy-
droxyl and hydroperoxy radicals (HO2 and OH
above).  Peroxy radicals are a direct contributor
to the formation of NO2, the direct O3 precursor.
The overall process is a complicated combina-
tion of reaction rates and product speciation.

The major sources of VOCs in the atmo-
sphere include exhaust and evaporative emis-
sions from motor vehicles, evaporative emissions
from solvent use, and emissions from chemical
and petroleum industries.  Recently, the impor-
tance of biogenic emissions (emissions from veg-
etation) has been pointed out as a major source
of VOCs. (Office of Air Quality Planning and
Standards 1993)  NOX comes mainly from com-
bustion processes from a variety of sources in-
cluding industrial and residential boilers, mo-
tor vehicles, forest fires, power plants, etc.  Car-
bon monoxide, which also influences O3 produc-
tion, comes almost solely from mobile sources.

It can be deduced from the above set of re-
actions that the specific structure of individual
VOCs influences either the rate of O3 formation
or the maximum concentration attained.  In the
last decades the relationship between VOC and
O3 formation has been evaluated in an attempt
to define reactivity scales, which relate the po-
tential for O3 formation to specific HC.

Several factors have been suggested for con-
sideration as the base of reactivity scales.  Some

of the possible factors are the maximum amount
of O3 generated in irradiated mixtures of single
HC, NOX, and air for several hours; the rate of
NO photo oxidation; the rate of O3 formation
from specific HC; the rate of VOC consumption,
and the rate constants for the reaction of the
VOCs with the hydroxyl radical.  Although there
are differences among the resulting reactivity
scales, it is accepted that the reactivities of VOCs
are in increasing order: alkanes and monoalkyl-
benzenes, < 1-alkenes and dialkyl-benzenes,
< trialkyl-benzenes and internal alkenes.  Thus,
the determination of the specific nature of indi-
vidual HCs (speciation) in the atmospheric mix-
ture emerges as an important parameter to use
when assessing the reactivity of the atmosphere
in a given region.

It is also clear that the speciation of VOCs is
not the only factor that influences O3 formation.
Maximum concentration and time evolution of
the daily O3 peak also depend on the initial con-
centrations ratio of VOCs and NOX.  At high
VOC/NOX ratios (greater than 8 – 10), O3 con-
centrations are relatively insensitive to VOC con-
centrations, and NOX control is more effective
in lowering O3 peaks.  In some polluted areas
where the VOC/NOX ratio is less than about 8,
decreasing VOC concentration in the atmosphere
reduces O3 levels.  With low VOC/NOX ratios it
might also happen that NOX control actually in-
creases O3.  In this case, the individual nature of
the VOCs has a more definitive influence on O3
formation.

Usually, as the air mass travels from a cen-
tral-city location downwind to the suburban and
rural fringes, a gradual change from relatively
low- to high-VOC/NOX ratios occurs.  Thus,
when NOX reductions are applied in large ur-
ban areas, greater O3 reductions are likely to be

D. Photochemical Modeling
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seen several kilometers downwind of the cen-
tral urban core.  This occurs because NOX avail-
ability becomes the limiting factor in further O3
production when the VOC/NOX ratio is high.

This generalized spatial response pattern
has important implications for population expo-
sure to pollutants.  In the particular case of O3,
which may be transported long distances, the
models often suggest that programs should be
oriented towards NOX control.  However, cer-
tain modeling studies have suggested that NOX
control resulted in less reduction in total O3 ex-
posure relative to VOC control in the New York
City and Los Angeles airsheds. (Rao 1987)  The
conclusions of such studies suggest that NOX
controls should be implemented in order to re-
duce O3 downwind; however, to lower O3 lev-
els inside metropolitan urban areas, VOC con-
trols should be applied.

Before 1991 very few determinations of am-
bient VOCs in the MCMA had been performed.
(Ruiz et al 1993)  In 1992 and 1993, under MARI
activities, two VOC sampling campaigns took
place. Three sampling sites were used for both
sampling campaigns:  Xalostoc (NE), Merced
(downtown) and Pedregal (SW).  The sites were
located along the common wind trajectory in the
MCMA (northeast to southwest).  Primary land
use for each site is substantially different; the
areas are characterized mainly by their indus-
trial, commercial, and residential activities.
Samples from nominally clean areas in the
boundary of the MCMA were also obtained.

Experimental determination of the atmo-
spheric VOCs in the MCMA was performed by
collecting air samples in stainless steel canisters.
The samples were then analyzed in the labora-
tory by gas chromatography (GC).  U.S. EPA

“TO-14” methodology was followed for all sam-
pling.  This methodology consists of collecting
ambient VOCs for a three-hour period (6:00 a.m.
to 9:00 a.m.).  These samples are considered to
be representative of the O3 precursors.

The two campaigns (1992 and 1993) were
carried out in the same month (March).  The
samples collected in canisters were analyzed by
GC with flame ionization detection in a collabo-
ration with the Atmospheric Research and Ex-
posure Assessment Laboratory of the U.S. EPA.
The concentrations of total VOC, speciated VOC,
methane and CO were determined for each
sample.  The results for VOCs during the 1992
campaign (Seila et al. 1993) showed a very high
mean total HC concentration of about 3.5 ppmC
(parts per million for carbon).

The information gathered experimentally
was processed in order to define the HC parti-
tion to be used within the CIT simulations.  The
VOC data also served to improve the spatial dis-
tribution of the VOC emission inventory and to
substantiate a significant increase of the total
VOC inventory beyond that obtained in the in-
dependently derived emission inventory.

c. Air Quality and Meteorological

Inputs

High-quality inputs for airshed simulations
are critical for deriving credible model conclu-
sions.  In the most general sense, the input con-
sists of data from three groups: meteorological
conditions; boundary, initial, and air quality pa-
rameters; and the emissions inventory.  The
main concern about input data is always related
to uncertainties contained in the emissions in-
ventory.

D. Photochemical Modeling
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The major meteorological inputs are three-
dimensional, time-dependent winds; mixing
heights; surface humidity and temperatures; and
solar radiation.  Initial conditions, i.e. initial con-
centrations of a number of important species, are
needed throughout the modeling domain.
Boundary conditions must be specified at
ground level at the top and on the sides of the
modeling domain.  The surface removal of spe-
cies is determined by the dry deposition veloc-
ity, surface roughness definition, and land-use
categories.

The emissions inventory should be supplied
as hourly emissions geographically distributed
and should include both surface and elevated
sources.  The emissions inventory should be spe-
ciated in accord with the chemical species con-
sidered by the LCC mechanism (shown in Table
D.1).

1. Modeling Domain.

The Mexico City Metropolitan Area
(MCMA) contains two federal entities: the Dis-
trito Federal (DF), which is the home of the fed-
eral government, and the suburbs that belong to
the State of Mexico (EdoMex).  The urban area,
shadowed in Figure D.7 has an extension of
about 2396 sq. km.  It covers sections in both the
DF and the EdoMex.

One of the major difficulties in simulating
air pollution is the specification of boundary con-
ditions.  Typically, a large domain is chosen so
that boundary concentrations, which may be
quite uncertain, do not significantly affect results.
Further complications emerge from the fact that
the topography of the MCMA basin is very com-
plex, and its irregularities may influence meteo-
rology.  Consequently, a large external area was

considered for the wind-field simulation.  This
area was 120 km (east-west) by 150 km (north-
south).  The total area, 18,000 sq. km, contains
all the surrounding mountains.  The CIT model
was applied in a smaller region of 70 km (east-
west) by 80 km (north-south) within the
meterological domain.  Both regions are depicted
in Figure B.1.

The CIT model uses a terrain-following co-
ordinate system with a fixed height above the
surface.  In the numerical solution of the CIT
model a computational grid of squares is re-
quired.  Commonly, the modeling area is subdi-
vided into 5 km × 5 km cells (for the MCMA
14 × 16 cells in the horizontal plane).  In the z
direction, 7 vertical layers are considered for a
total of 1568 cells.  The origin of the grid is lo-
cated in the southwest corner at 460 east-west
and 2110 north-south UTM coordinates.

The maximum computational height was
taken as the highest mixing height plus approxi-
mately 200 meters.  The first set of simulations
were for February 21st and 22nd, 1991.  In this
instance, the maximum mixing height was 2500
meters, and the vertical depth of the cells was
2400 meters. The modeled mixing height for Feb-
ruary 22 is shown in Figure B.41.

2.  Base Case Selection.

In February 1991, an intensive and extensive
experimental campaign headed by the Instituto
Mexicano del Petróleo and the Los Alamos
National Laboratory took place in the MCMA.
This experimental campaign, in which about 15
institutions and more than 100 people partici-
pated, lasted for more than three weeks.  The
campaign consisted of 14 different experiments
grouped by surface, airborne, and remote

D. Photochemical Modeling
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Figure D.7. The MCMA showing the urban area (shaded), the delegaciones of the DF, and the
municipalities of the EM.
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sensing measurements.  The remote sensing
measurements included the use of three differ-
ent lidars.  At the surface level, another novel
remote sensing technique applied was FEAT
(Fuel Efficiency Automotive Test).  Through the
use of FEAT it was possible to record CO, CO2,
and HC in the vehicular exhaust emissions.  At
the same time a TV camera recorded a freeze-
frame of the license plate, so a correlation be-
tween emissions and model and manufacture of
the car could be found.  During two weeks the
records from 32,000 cars were obtained.

In another experiment, the NCAR instru-
mented research aircraft flew over the MCMA
in 14 flights totaling about 40 hours.  Vertical
profiles of meteorological parameters and pol-
lutant concentrations were also obtained during
airplane ascent and descent.  The airplane flew
an E-shaped route over the MCMA, gathering
data at two or more altitudes on each flight.
Vertical meteorological soundings were carried
out using a tethersonde, and rawinsondes were
launched seven times a day.  The tethersonde
was equipped with an O3 probe in order to ob-
tain vertical profiles of O3 concentration.  One
of the most relevant surface measurements con-
sisted of the recording of solar radiation by so-
lar ultraviolet radiometers and total suspended
particle collection to determine the aerosol size
distribution.  These experiments were performed
at the same sites where the vertical soundings
were done.

A screening of the experimental data, in-
cluding the air quality parameters, showed that
a typical O3 episode occurred on February 22,
1991, with an O3 maximum concentration of
0.331 ppm in the SW station.  In Figure D.8 the
daily values of the maximum O3 concentration
during February are plotted for several moni-

toring stations.  A full suite of experimental mea-
surements were carried out on February 22nd.
In fact, more data were recorded on that day than
any other day in the campaign.  Thus, it was se-
lected as the base case to be simulated by the
models.  A second choice was the period from
February 26 to 28, also plotted in Figure D.8, in
which the maximum O3 concentration showed
an increasing trend.  This episode is useful to
study the multi-day episodes and the overnight
buildup of reactive species.  It should be pointed
out that during this episode the highest O3 con-
centrations were registered at monitoring sta-
tions in the western part of the MCMA.

3. Data Development.

The meteorological wind fields for Febru-
ary 21-22, 1991, were derived from the prognos-
tic model HOTMAC. The vertical extent of the
modeling region was 2400 m, subdivided in
seven different layers 24 mm, 96 mm, 456 mm,
456 mm, 456 mm, 456 mm, and 456 m thick. The
temperature, humidity, and solar radiation fields
were prepared by spatial interpolation of the
available observations.

The boundary condition values shown in
Table D.2 are taken from the aircraft data collec-
tion, except for NMHC, which is the average con-
centration at sites in the MCMA boundary. (Ruiz
et al. 1993)

For VOC speciation, GC analyses of ambi-
ent air samples were used since there is no offi-
cial speciated VOC emission inventory available.
The relative weight of the different lumped mol-
ecules is given in Table D.3.  Aldehydes concen-
tration and speciation were determined from
adsorption cartridge measurements of carbonyl
compounds. (Guillermo et al. 1993)

D. Photochemical Modeling



87

With the emissions inventory for the MCMA
provided by the official authorities in Mexico
(Section D.4.d) a gridded emissions inventory for
the whole modeling area was developed.  The
official emissions values reported in Table D.5
were distributed into the grid cells considering
the specific land use and activities within the
cells.  The reported values correspond to emis-
sions within the urban area.  For the remaining
cells outside the urban area but inside the mod-
eling region, it was necessary to estimate emis-
sions.  The total emissions estimated for the CIT

D. Photochemical Modeling

Figure D.8. The values of the maximum daily O3 concentration during February for several
monitoring stations.

TABLE D.2 Upwind Boundary Condition Values (ppm)

Species CO NO2 NO SO2 HCHO RCHO NMHC* O3
boundary conditions 0.200 0.001 0.001 0.001 0.002 0.005 0.100 0.060

* nonmethane HC, ppm for carbon

TABLE D.3 Speciated VOCs for the LCC
Mechanism

Average
Relative

Species Weight
alkanes 0.5662
alkenes 0.0984
ethene 0.0595
toluene 0.0787
aromatics 0.1188
formaldehyde 0.0143
higher aldehydes 0.0357
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TABLE D.4 Categories in the CIT Model Emissions Inventory (metric tons/year) for the
Valley of Mexico

Sources CO VOC NOX PST SO2

Stationary
Minor Combustion 770.0 158.4 25 973.2 2 890.8 79 081.2
Residential Combustion 878.4 331.2 5 472.0 806.4 3 542.4
Waste Burning 8 622.3 4 434.2 616.1 1 642.2 102.8
Unplanned Fires 117 751.2 20 193.6 3 343.2 14 296.8 0
Solvent Use 0 80 358.4 0 0 0
Industrial Processes 64 202.3 4 506.9 21 981.8 45 426.3 90 989.9
Miscellaneous Processes 0 73 344.0 0 290 880.0 0
New Biogenic Emissions 0 124 789.5 0 0 0
Total Stationary 192 224.2 308 116.2 57 386.3 355 942.5 173 716.3

Mobile
Private Cars 1 436 715.0 151 959.8 46 115.0 4 709.3 3 640.8
Taxis 325 683.8 34 462.9 10 456.4 1 067.5 825.4
DF Collective Vehicles 287 404.6 28 670.2 7 254.7 794.1 439.7
EdoMex Collective Vehicles 78 719.1 7 863.6 1 982.8 217.3 123.7
DF Light Duty Gas Veh. 8 348.8 1 586.2 110.1 77.9
EdoMex Light Duty Gas Vehicles 8 951.5 1 197.3 220.5 15.0 228.2
DF Busses 6 791.1 2 621.1 8 855.1 256.2 5 352.2
EdoMex Busses 14 238.2 5 695.4 20 061.1 642.6 13 375.9
Transport Trucks 843 383.0 73 099.4 18 665.9 1 269.5 2 824.9
Heavy-Duty Diesel Trucks 17 905.2 7 863.6 28 696.0 988.1 976.9
Other 150.1 38.8 205.3 27.7 18.8
Other Aircraft 5 248.0 1 779.8 2 747.2 123.8 238.5
Total Mobile 3 033 538.4 316 838.1 145 370.1 10 189.0 28 045.0
Grand Total 3 225 762.0 624 954.3 202 756.4 366 131.5 201 761.3

domain are given in Table D.4.  Mobile source
emissions were obtained from emission factors
derived from MOBILE-MCMA, which is a ver-
sion of the EPA automotive emissions model
MOBILE4, adapted to the conditions of the
MCMA.  For this model, an average speed of 26
km/h was used.  The emissions from tall stacks
of the Pemex 18 de Marzo Refinery (still in op-
eration in February 1991) and the two MCMA
thermoelectric power plants (Jorge Luque and
Valle de México) were explicitly included.  Emis-
sions from the other stationary sources were in-

cluded as surface emissions within the appro-
priate cells.

As mentioned, February 26-28 was a period
within the intensive monitoring campaign that
qualified as a multiday episode.  Model setup
for this episode utilized appropriate experimen-
tal data from the intensive campaign; however,
much of the input, such as the emissions inven-
tory, is the same as for the base case.  Diffusivity
coefficients calculated by HOTMAC were used
in place of the default CIT formulation.  This
substitution leads to significantly better simula-
tion results.
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4. Base Case Evolution.

The implementation and performance test
of the model for O3 behavior simulation in the
MCMA was a progressive task in which the in-
put data were improved and, in a proportional
response, a better agreement of predicted results
with monitored values at several stations was
obtained.  Results are presented, in Figures D.9
to D.15 for seven stations at different locations
in the MCMA:  Xalostoc in the NE, Tlalnepantla
in the NW, Lagunilla and La Merced in the
Downtown area, Iztapalapa y Cerro de la Estrella
in the SE and Pedregal in the SW.  Three cases
are reported in the figures, each labeled by the

date when the calculation was carried out.  The
major difference from one simulation to the next
is the detail of the emissions inventory.

In the first base case simulation (done in
March, 1992) differences in the spatial and tem-
poral distribution pattern of emissions from
mobile and stationary sources were considered.
This was done without speciation in the emis-
sions categories.  In the second iteration of the
base case, performed in October 1992, categori-
zation and speciation of VOC emissions from
stationary sources were introduced.  In addition,
OZIP calculations and ambient measurements
provided strong evidence that the VOC emis-
sions inventory was severely underestimated.

D. Photochemical Modeling

TABLE D.5 PICCA Emissions Inventory (metric tons/year)

Sources CO VOC NOX PST SO2

Stationary
PEMEX 52 645 31 730 3 233 1 154 14 781
Power Plants 560 113 6 613 3 545 58 247
Industry 15 816 39 981 28 883 10 242 65 732
Commercial 466 121 3 988 2 469 22 060
Total Stationary 69 487 71 945 42 717 17 410 160 820

Mobile
Private Cars 1 328 133 141 059 41 976 4 398 3 557
Taxis 301 162 31 986 9 518 997 806
Collectives & Minibuses 404 471 42 748 10 059 1 062 856
DDF Buses (R-100) 6 260 2 439 8 058 240 5 224
EdoMex 12 612 5 298 18 262 601 13 062
Gasoline Trucks 779 585 67 864 16 994 1 186 955
Diesel Trucks 16 515 7 293 26 126 923 20 063
Other (trains, airplanes, etc.) 5 040 1 693 2 698 142 251
Total Mobile 2 853 778 300 380 133 691 9 549 44 774

Ecological
Eroded Areas 419 439
Fires & Other Processes 27 362 199 776 931 4 201 131
Total Ecological 27 362 199 776 931 423 640 131
Grand Total 2 950 627 572 101 177 339 450 599 205 725
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Figure D.9. Successive base case simulations
compared to measured O3 at the Xalostoc
monitoring station in the northeast.
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Figure D.10. Successive base case simulations
compared to measured O3 at the Tlalnepantla
station in the northwest.

Figure D.11. Successive base case simulations
compared to measured O3 at the Lagunilla
monitoring station in the downtown area.

Figure D.12. Successive base case simulations
compared to measured O3 at the Merced
monitoring station in the downtown area.
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A multiplication factor of four applied to all VOC
emissions brought substantial improvement to
the results.  In the last base case (done in March
1993), spatially and temporally distributed bio-
genic emissions were introduced.  Categoriza-
tion and speciation of emissions from mobile
sources were also introduced.  Moreover, data
on the evaporative emissions from gasoline stor-
age tanks and gas stations were available and
specifically included.  The base case simulations
show that the model is ready to analyze pollut-
ant behavior and control strategies.

d. Emissions Inventory

An emissions inventory is a database that
ideally contains the temporal, spatial and de-
tailed chemical composition of emissions from
anthropogenic and biogenic sources.  The
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Figure D.13. Successive base case simulations
compared to measured O3 at the Iztapalapa
monitoring station in the southeast.

Figure D.14. Successive base case simulations
compared to measured O3 at the Cerro de las
Estrella monitoring station in the southeast.
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Figure D.15. Successive base case simulations
compared to measured O3 at the Pedregal
monitoring station in the southwest.
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emissions need to be classed as point (industry,
power plants), line (major traffic arteries) and
area or distributed (residential, commercial,
other traffic).  A further breakdown by type of
industry, commerce or vehicle is needed to ex-
plore emissions control options.

The emissions inventory is a sine qua non for
airshed modeling; obviously there can be no
description of the behavior and fate of air pollu-
tion if there are no pollution sources.  The emis-
sions inventory, coupled with simulation, also
forms the starting point for most air quality im-
provement strategies; it is almost universal to
forecast a certain improvement in air quality if
emissions are reduced a certain percentage.  The
translation of that percentage to tons of emission
reduction required is, of necessity, based on the
emissions inventory.

Therein lies the rub.  The greatest uncer-
tainty in input to air quality simulations is al-
ways the emissions inventory, particularly for
HC, a critical precursor to O3 formation.  There
is a growing body of evidence that the HC emis-
sions inventories are severely underestimated in
urban areas around the world.  Before this was
understood, less than satisfactory simulation
results, whether from the EKMA or the airshed
approach, were often used for air quality man-
agement planning.  This led to frustration in
achieving air quality improvement because a
certain number of tons reduction of HC emis-
sions is actually a much smaller percentage re-
duction than expected when compared to the
realistic emissions inventory.  Consequently, a
much smaller percentage improvement in air
quality (referring to O3) is achieved than was
anticipated.

To conclude this brief discussion, the devel-
opment of a good emissions inventory is a diffi-
cult project, usually entailing many refinements
and iterations from the starting point.  In pro-
cess, the emissions of the study area are always
changing; new emissions controls have gone into
effect, population and concomitant traffic have
grown, industries have grown or departed, etc.
Because air quality management studies look at
“what-if” scenarios starting from some base case,
it is necessary to fix the emissions inventory for
some specific year and develop the base case for
that year.  Only occasionally should an updated
emissions inventory be adopted because it ne-
cessitates a new cycle of base case development
and scenario simulation.

Base case simulations for this project were
set to several dates in February 1991.  Thus, a
1991 emissions inventory was needed.  In Feb-
ruary 1991 the PEMEX (Petróleos Mexicanos) 18
de Marzo refinery was still operating (it was
closed by Presidential decree the following
month) so the emissions inventory used and pre-
sented here includes the refinery.

The emissions inventory developed for
modeling purposes in this project was adapted
and derived from several sources, none of which
meet the ideal criteria set forth at the beginning
of this section.  However, the Departamento Dis-
trito Federal (DDF—Federal District Depart-
ment) well recognizes the importance of a good
emissions inventory and has supported and con-
tinues to support projects designed to improve
the inventory for the MCMA.

The first effort to produce an emissions
inventory for the MCMA was a collaborative
effort between the DDF and the Japan Interna-
tional Cooperation Agency (JICA) begun in 1986

D. Photochemical Modeling
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with the report issued in 1988 (JICA, 1988).  This
inventory, for NOX, SO2 and CO, was established
for a 1 km2 grid covering the MCMA.  Traffic
volume surveys coupled with dynamometer
testing of a selection of used vehicles were used
to calculate mobile emissions.  A voluntary sur-
vey taken of 361 factories requesting informa-
tion on types of activities and processes, fuel
usage, chimneys and flue gas volume and tem-
perature, and installed pollution control equip-
ment was used in conjunction with U.S. EPA
emission factors to calculate emissions for these
large sources.  Spot-check measurements were
made on a small number of stacks.  Business li-
cense data from the DDF for 4739 commercial
and service establishments were used to obtain
business type and fuel use.  U.S. EPA emission
factors were again used to calculate emissions.

The second emissions inventory for the
MCMA is for 1989 and is presented in the
Programa Integral Contra la Contaminación
Atmosférica de la Zona Metropolitana de la
Ciudad de México, universally referred to as
PICCA, (Comprehensive Program Against Air
Pollution of the MCMA) published by the
Secretariado Técnico Intergubernamental in
1990. (PICCA, 1990)  We do not know many de-
tails of the development of this inventory, pre-
sented in Table D.5, except that a version of MO-
BILE4, adapted to the MCMA was used and U.S.
EPA emission factors were used for industry and
commerce.  However this inventory bears the im-
primatur of numerous federal secretariats, the
DDF, PEMEX, the EdoMex, and the Federal Elec-
tricity Commission so it served as the primary
base to develop the inventory used in this project.

A brief look at the data of Table D.5 shows
that mobile sources contribute 97% of the CO,
53% of the HC, 75% of the NOX and 22% of the
SO2.  Stationary sources contribute only 2.4% of
the CO, 13% of the HC, 25% of the NOX, but a
significant 78% of the SO2.

The third major source of data for the emis-
sions inventory for this project was the pilot
study undertaken in 1990 and 1991 by a collabo-
ration between the German consulting firm,
TÜV-Rheinland, and the DDF. (TÜV, 1991)  For
this study an area of roughly 5 km by 20 km was
defined across the northern part of the MCMA.
This area included parts of the EdoMex munici-
palities of Naucalpan de Juárez and Tlalnepantla
and the DDF delegaciones* Azcapotzalco and
Gustavo A. Madera.  Two data sets were used
for stationary emissions: data on industrial
plants from SEDESOL and data on fuel usage at
combustion sites from TecnoConsult.  Mobile
source emissions were derived from traffic sur-
veys and MOBILE-MCMA.  The report acknowl-
edges several shortcomings to this inventory,
particularly in stationary sources, but since this
is the most recent information available, we ap-
plied the ratio of emissions from this study com-
pared to JICA as a general scale-up ratio for the
remainder of the MCMA.

Final preparation of the emissions inventory
for the CIT simulations required a combination
of distributing/grouping the data from the stud-
ies discussed above into a 5 km2 grid.  Temporal
distribution of mobile emissions was derived

D. Photochemical Modeling

*A delegación is a large political subdivision of the

DDF.
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results, discussed further in section 5 of this vol-
ume, showed that the onset, slope, and peak of
O3 production could in no way be simulated
with the base emissions inventory.  Further, HC
concentrations in the simulation using the base
emissions inventory were far lower than mea-
sured ambient values.  An arbitrary, but rea-
soned, multiplicative factor of four applied to
all HC emissions led to significant improvement
in model performance for O3 prediction and HC
concentration tracking.  Consequently, the HC
emissions inventory used in this project for
airshed modeling was also adjusted by a factor
of four.  It is recognized that this is a gross fac-
tor, but it serves to highlight the severe underes-
timation of HC emissions in the MCMA.  Refine-
ment is still needed in identifying the underesti-
mated sources and the temporal and spatial dis-
tribution needed for a reliable emissions inven-
tory remains to be done.

e. Linking Meteorology and Airshed
Models

Special computational codes were written to
take the HOTMAC output, transform the coor-
dinate system to the CIT grid and compute av-
erage hourly winds in the CIT system.  Mass
consistency was forced in the CIT system al-
though some divergence was produced when the
fields were written into the CIT input files be-
cause of the limited precision in the format.  The
basic HOTMAC output is mass-consistent, but
the grid system is different from that of the CIT
model, which implies that the local slopes are
different for each model, and the rotation of co-
ordinate systems permits small errors to occur
that can affect mass balance.

D. Photochemical Modeling

Mobile

Time (h)

Figure D.16. Temporal distribution of mobile
emissions derived from a composite of traffic
surveys and for stationary emissions from an
electric power hourly demand chart.

Stationary

from a composite of traffic surveys and for sta-
tionary emissions from an electric power hourly
demand chart.  See Figure D.16.  On occasion
when the emissions inventories presented seem-
ingly unreconcilable data, judgments had to be
made.  The procedures and assumptions that
went into preparation of the emissions inventory
for this project were presented to the technical
staff of the DDF, and they granted approval.

The PICCA and TÜV inventories show ra-
tios of the emissions of HCs to the emissions of
NOX to be slightly higher than 3:1.  Assuming
early morning emissions obey the same ratio, it
is easy to see that this HC/NOX ratio is far too
low.  As discussed in Volume IV, HC measure-
ments in Mexico City showed very high ambi-
ent concentrations.  With NOX levels measured
at the same time, the HC/NOX ratio is calculated
to be in the range of 15:1 or higher.  Modeling
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5. Model Applications and Results

a. OZIP

1. Episode simulation of February 22,

1991.

On February 22, 1991, the recorded peak for
O3 in Mexico City occurred at the Pedregal moni-
toring station at 3:00 p.m.  This one-hour aver-
age peak was 0.331 ppm, but in actuality a broad
peak above .3 ppm was observed: the 1:00 p.m.
reading was 0.328 ppm and the 2:00 p.m. read-
ing was 0.305 ppm.

For the simulation, a trajectory was estab-
lished beginning in the vicinity of Xalostoc in
the northeast of the city and moving to Pedregal
in the southwest of the city.  The simulation was
started at 7:10 a.m. (sunrise was at 7:06 a.m.) with
the air parcel arriving at Pedregal at 2:00 p.m.,
moving past Pedregal for two hours and then
returning with the late-afternoon wind shift.  The
trajectory was consistent with a back trajectory
derived from a HOTMAC-RAPTAD simulation.
The diurnal change in mixing height was ob-
tained from the HOTMAC simulation for that
day.  Emissions were taken from the appropri-
ate grid cell of the emissions inventory, which
was set up for the CIT simulation with a resolu-
tion of 5 km by 5 km.  The fresh emissions enter-
ing the air column were calculated specifically
for the time of day at which the trajectory passed
over a grid cell.  Temperature and humidity were
taken from the nearest monitoring station at each
hour or (for some hours) as an average of two
nearby stations.

Photolysis rates were calculated by standard
techniques using an actinic flux calculation spe-
cific to the latitude and altitude of Mexico City.

The actinic flux was calculated using the inte-
gral equation for radiation transfer with multiple
scattering (Anderson and Meier 1979), a method
that has previously been demonstrated to give
good results for Los Angeles (an urban applica-
tion) and Niwot Ridge, Colorado (a high altitude
application) (Streit 1985).  It was necessary to
make a calculation specific to Mexico City be-
cause there is a much lower overhead strato-
spheric O3 column at that latitude and month
than is ever experienced over major U.S. urban
areas.  The default photolysis rates in the model
are for a generic U.S. urban area similar to Los
Angeles.  The low overhead O3 column (a natu-
ral phenomenon) allows greater penetration of
the ultraviolet part of the solar spectrum into the
troposphere and enhances photolysis rates for
species that absorb in that region of the spectrum.
This includes O3 itself and, most notably, the al-
dehydes.  As a consequence, the photochemis-
try in Mexico City appears to be somewhat ac-
celerated when compared to that in U.S. cities.

Initial concentrations of CO and NOX were
set equal to the concentrations measured at the
Xalostoc monitoring station that day, 7 ppm and
0.2 ppm respectively.  The average 6:00 a.m. to
9:00 a.m. NMOC concentration measured at
Xalostoc in March 1992 was 4.5 ppmC.  Since the
mixing height does not change during this pe-
riod, it was assumed that the ambient NMOC
concentration actually increases as urban activ-
ity, especially traffic, increases in the morning.
So the 7:00 a.m. concentration for NMOC was
chosen to be 3.0 ppmC.  This gives an initial
NMOC/NOX ratio of 15.

The episode simulation with initial condi-
tions and assumptions as described above could
be termed to be a dramatic flop.  The O3 peak
showed a very slow and steady increase to a

D. Photochemical Modeling
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one-hour peak average of 0.186 ppm centered at
5:25 p.m.  However, it was a flop only in terms
of reproducing the February 22, 1991, Mexico
City episode.  A closer look at the results pro-
duced some interesting observations:

• the calculated peak was much lower than
the actual peak,

• the onset or rise to the calculated peak was
much slower than actual, and

• despite initiating the calculation with a quite
high 3.0 ppmC of NMOC, the calculated
concentration of NMOC dropped in the ini-
tial hours of the calculation and thus did not
come close to reproducing the observed 6:00
a.m. to 9:00 a.m. average of 4.5 ppmC.
These observations, along with the knowl-

edge that it is now thought that the NMOC emis-
sions inventory for the Los Angeles area was un-
derestimated by a factor of three, provide very
strong support to the assumption that the Mexico
City NMOC emissions inventory is severely un-
derestimated.  A series of calculations were done
with the same initial conditions and certain mul-
tiplicative factors applied to the NMOC emis-
sions.  This factor was applied to all NMOC
emissions without regard to time, location, or
type of source.  Though the initial NMOC/NOX
ratio remained the same, the NMOC/NOX ratio
during the calculation increased as NMOC emis-
sions were increased.  The onset of the O3 peak
became steeper, and the peak height also in-
creased.  When the multiplicative factor was four,
the best fit to the actual peak (considering both
slope and concentration) was obtained.  The cal-
culated 6:00 a.m. to 9:00 a.m. average NMOC rose
to nearly 4 ppmC, still lower than the observed
average, but a significant improvement over the
calculation with the original emissions inventory.

This factor of four was carried over to the
CIT airshed calculations as well and brought
about significant model performance improve-
ment.  While the factor of four works well in
gross application to the emissions inventory, it
is clear that much refining work needs to be
done.  The time, location, and source type for
the increased emissions need to be determined.
Obviously, automobiles are the prime suspect,
and it could be that their emissions are underes-
timated by more than a factor of four while sta-
tionary source emissions are not so severely un-
derestimated.  It could also be that some sources
are not even included.  However, it is not con-
ceivable that there are any missing sources that
would remove the primary burden from the au-
tomotive source.

2. Ozone Isopleths and Control

Strategies.

Given the now increased NMOC emissions
inventory and the same initial conditions dis-
cussed above, a set of O3 isopleths was calcu-
lated for Mexico City.  This set of isopleths is
shown in Figure D.3.  These are labeled as plau-
sible isopleths for Mexico City because while it
is certain that Mexico City is very HC-rich, there
are obvious uncertainties in the amount and re-
activity of HC emissions.  These isopleths illus-
trate a condition that is so HC-rich that initial
reductions in HC emission will result in an in-
crease in O3.  This is chemically possible but not
frequently observed because it is unusual (based
on U.S. experience) to have such high HC lev-
els.  The chemistry that prevents O3 from accu-
mulating under these conditions can include O3
reaction with olefins, NO2 reaction with organic

D. Photochemical Modeling
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free radicals or radical-radical termination reac-
tions.  Thus, a lowering of HC could lead to in-
creased O3.  Much more commonly observed in
U.S. experience is the situation in which reduc-
tion of NOX leads initially to increased O3.

The point to be made though, whether the
isopleths are curved as shown or flat as is more
commonly expected, is that reduction of HC will
have to proceed to a very great extent before sig-
nificant reductions in O3 are seen.  An NOX con-
trol strategy might yield faster progress, but it
cannot be recommended because there are other
strong factors that mandate that HC be reduced.
These include concerns dealing with toxic organ-
ics and the fact that HCs are also a precursor in
secondary aerosol, or haze, production.  It must
be understood by the populace and the policy
makers that emissions control options that ac-
count for only a few percent of emissions will
not, of themselves, accomplish much, but the
cumulative effect of many such options must be
pursued.  When the time comes in Mexico City
that significant reductions in emissions have
been achieved and the emissions database has
been updated and improved, new modeling ef-
forts will be needed to guide the evolution of air
quality policy at that time.

3. Analysis of Emissions Control

Options.

The OZIPM-4 model was also used to pro-
vide screening-level predictions of the relation-
ship between emissions reductions and peak O3
concentrations for the linear programming effort
in the Strategic Evaluation Task of this project.
A series of simulations were carried out with
emissions reductions ranging from 1% to 70%
for NOX and/or HC.  Because small reductions

in HC only were predicted to lead to increased
O3, the cumulative effect of summing the emis-
sions reductions for all the options in a strategy
had to be determined.  Then each individual
option was assigned a proportionate amount of
the cumulative benefit so that all options had a
positive benefit for the linear programming
analysis.

b. CIT

1. Daylight Savings Time (DST).

The DST program is designed to take ad-
vantage of natural solar light.  It is associated
with an appreciable savings in the afternoon elec-
tric demand.  It also favors commercial and tour-
ist sectors in the country. However, the shift in
the legal time implies that emissions from ve-
hicular morning traffic peak (6:00 a.m. to 9:00
a.m.) may remain concentrated longer, leading
to higher rates of photochemical smog produc-
tion.  This is due to the inversion breakup being
postponed for one hour.

In order to analyze the effect of the proposed
DST program in O3 behavior, calculations were
carried out using the box version of the CIT
model and the base case conditions and inputs
for February 22nd, 1991.  The expected changes
in the emission inventories were simulated by
shifting the emission temporal pattern one hour.

Three cases were calculated: the base case,
the shift in the emission temporal pattern one
hour in advance, and the shift one hour delayed.
The results are shown in Figure D.17.  A 48-hour
time period is depicted because two successive
days were simulated in order to account for
nighttime carryover of emissions.  This effect is
noticeable in the results for the second day.

D. Photochemical Modeling
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In addition to the base case scenario, which
can be considered as an episode in wintertime
(February 22), an occurrence in the summer (June
22nd) was also examined.  Results for this latter
scenario are depicted in Figure D.18.  In the com-
parison of the figures, the difference in the O3
maxima concentration is clearly seen. This can
be easily explained considering that irradiation
during summertime lasts longer and is more in-
tense, thus promoting photochemical reactions
in the atmosphere.

Even though there are appreciable changes
in the predicted O3 maxima concentration be-
cause of the shift in the emission pattern, changes
are about 10% in relation to the base case values
and within the uncertainty of the model and
emissions inventory.

Further calculations, varying the initial
VOC/NOX ratio, were performed with the
airshed model.  Overall results for the different
areas in the city improve with a higher VOC/
NOX ratio.  In Figures D.19 and D.20 it is shown
that, in the results for the Pedregal station, the
VOC/NOX ratio has more influence than the
shift in the temporal emission pattern does.

2. Impact of Refinery Shutdown.

The main feature in the development of in-
put for the airshed simulation of the “18 de
Marzo” refinery shutdown was the incorpora-
tion of emissions from the main tall stack into
an elevated layer isolated from the surface.  A
total of 14 stacks of 20 m height or greater were
used for description of the plants and the petro-
leum refinery.
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Figure D.17. Results for the daylight savings
time program simulation. Three cases were
calculated: the base case, a one-hour in ad-
vance in the emissions pattern, and a one-
hour delay in the emissions pattern.

O
3
 (

pp
m

)
Time (h)

Figure D.18. Daylight savings time simula-
tion results for the summer (June 22nd).

Sols. Verano+  Delay 1hBase Case +  Advance 1h ×

+  Advance 1h

Delay 1 h



99

The simulation results indicate, as expected,
a different impact for different zones of the
MCMA.  For the northeast and center of the
MCMA, no impact in the O3 behavior was pre-
dicted.  For the near-refinery region of the north-
west (Acatlán and Tlalnepantla stations) a ma-
jor impact is predicted: a decrease of about 20%
in the O3 maxima concentrations.  For the south-
west zone (Pedregal) of the MCMA a decrease
of only 5% in the maximum is predicted.  In the
simulations, the conditions and inputs for the
base case (February 22nd, 1991) were used.

3. Strategies Evaluation.

A linear programming model was applied
to analyze a set of 37 options drawn from the
PICCA report and other sources for listing emis-
sion control options.  The list of options is given
in Table D.6.

Given an objective, for instance a specific
percentage reduction in the ambient concentra-
tion of a pollutant, linear programming analysis
selects a list of options to meet that objective.  This
list is selected on the basis of the highest benefit-
to-cost ratio.  The set of options that satisfy the ini-
tial objective are defined to be a strategy.

The linear programming model predicts
pollutant reduction to be the sum of the reduc-
tions associated with individual options.  How-
ever, it is known that the benefit in the improve-
ment of the air quality is not equally distributed
over the city because local activities are very dif-
ferent.  Thus, air quality simulations are needed
to predict the actual impact in the different ar-
eas.  Three strategies were designed and their
impact on O3 formation and other pollutant con-
centrations was determined through a series of
simulations.
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Figure D.19. Simulation results with different
VOC/NOX ratios. Values are for the Pedregal
station in the southwest area of the city.
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Figure D.20. Emission time-shift results for
the Pedregal station in the southwest area of
the city. The VOC/NOX ratio has more influ-
ence than the shift in the temporal emission
pattern.
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The objective for Strategy 1 was to reduce
the O3 peak by 33%.  This objective could be ac-
complished with a high cost effectiveness by not
requiring that private vehicles be equipped with
catalytic converters.  The list of options selected
for this first strategy is shown in Table D.7.

The objective for Strategy 2 was to reduce
the O3 peak by 43% in the most cost-effective
manner. This represents a moderately aggressive
program; the associated control options are listed
in Table D.8.

D. Photochemical Modeling

TABLE D.6 Air Quality Improvement Options

OPTIONS
1. Produce gasoline conforming to international standards
2. Produce low-sulfur diesel fuel
3. Produce low-sulfur fuel oil and gasoleo (combination of fuel oil and diesel)
4. Expand Ruta 100
5. Authorize expanded bus routes
6. Expand the verification program for gasoline and diesel vehicles
7. Convert public vehicles and delivery trucks to liquefied petroleum gas (LPG) and install catalytic

converters
8. Retrofit catalytic converters on minibuses
9. Require taxis to be newer than ’84 and combi’s to be newer than ’80.  (Combis are minivans and other

vehicles that are not marked like taxis but are nonetheless licensed to carry passengers)
10. Substitute natural gas for fuel oil in industry
11. Clean and/or relocate the foundries in the Valley of Mexico
12. Improve combustion and install control equipment on small boilers.
13. Implement a program to reforest Mexico City and the Valley of Mexico
14. Remove very obviously polluting cars and prevent them from entering city
15. Use natural gas in the MCMA thermoelectric power plants
16. Prohibit all open burning
17. Limit use of paints and finishes in industries that don’t control vapors
18. Limit operation of closed trash burners to optimum time of day
19. Install vapor recovery systems in filling stations (both storage and delivery)
20. Reduce circulation of official vehicles by 30%
21. Coordinate traffic lights to speed flow of traffic
22. Implement information system on traffic conditions
23. Construct and police parking lots next to public transportation stations
24. Improve taxi efficiencies by use of taxi stands
25. Create toll streets and roads for single passenger vehicles
26. Control and increase fees on parking lots
27. Construct Line 8 of the Metro
28. Improve electric transport (trolleys)
29. Better organize traffic and parking in the Central Historical District
30. Reduce emissions from metal cleaning and degreasing
31. Reduce emissions from dry cleaning
32. Continue to require catalytic converters on automobiles
33. Convert gasoline trucks to compressed natural gas (CNG)
34. Require gasoline trucks to conform to 1993 standards
35. Replace gasoline trucks not suitable for conversion to CNG or LPG
36. Pave roads
37. Purchase highly polluting old cars
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TABLE D.7 Options Comprising Strategy 1

OPTIONS
1. Produce gasoline conforming to international standards
2. Authorize expanded bus routes
3. Expand the verification program for gasoline and diesel vehicles
4. Convert public vehicles and delivery trucks to LPG and install catalytic converters
5. Retrofit catalytic converters on minibuses
6. Improve combustion and install control equipment on small boilers
7. Implement a program to reforest Mexico City and the Valley of Mexico
8. Remove very obviously polluting cars and prevent them from entering city
9. Prohibit all open burning

10. Install vapor recovery systems in filling stations (both storage and delivery)
11. Construct and police parking lots next to public transportation stations
12. Improve taxi efficiencies by use of taxi stands
13. Create toll streets and roads for single passenger vehicles
14. Improve electric transport (trolleys)
15. Reduce emissions from metal cleaning and degreasing
16. Reduce emissions from dry cleaning
17. Convert gasoline trucks to CNG
18. Require gasoline trucks to conform to 1993 standards

TABLE D.8 Options Comprising Strategy 2

OPTIONS
1. Expand the verification program for gasoline and diesel vehicles
2. Convert public vehicles and delivery trucks to LPG and install catalytic converters
3. Retrofit catalytic converters on minibuses
4. Improve combustion and install control equipment on small boilers
5. Implement a program to reforest Mexico City and the Valley of Mexico
6. Remove very obviously polluting cars and prevent them from entering city
7. Prohibit all open burning
8. Install vapor recovery systems in filling stations (both storage and delivery)
9. Improve taxi efficiencies by use of taxi stands

10. Improve electric transport (trolleys)
11. Reduce emissions from metal cleaning and degreasing
12. Reduce emissions from dry cleaning
13. Continue to require catalytic converters on automobiles
14. Convert gasoline trucks to CNG
15. Require gasoline trucks to conform to 1993 standards
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The objective for Strategy 3 was also to re-
duce the O3 peak by 43%, but by preferentially
controlling emissions from industrial sources.
The list of options selected is given in Table D.9.

Not surprisingly, the linear programming,
OZIP, and airshed models predict different re-
ductions in maximum O3 and CO concentrations
as reported in Table D.10.  In this table, the val-
ues for the airshed (3-D) simulations are reported
as average values over the whole modeling area.
It is worthwhile to note that airshed modeling is
able to predict different impacts at different lo-
cations.  The linear programming estimates are

high because the method does not account for
the fact that emissions reductions for some op-
tions are not independently additive.

c. Comparison with Measurements

1. Surface O3 and NOX Distribution.

Box, trajectory and airshed simulations of
O3 formation in the MCMA were performed.  In
this section, predictions from trajectory and
airshed simulations are compared with moni-
tored values for surface O3 and NOX .

TABLE D.10 Percentages of Reductions for O3 and CO as a Result of Implementation
of Strategies

Pollutant O3 CO
Method Linear Program OZIP Airshed Linear Program Airshed

Strategy 1 33 16 24 62 42
Strategy 2 43 30 32 78 67
Strategy 3 43 30 32 74 69

TABLE D.9 Options Comprising Strategy 3

OPTIONS
1. Expand the verification program for gasoline and diesel vehicles
2. Retrofit catalytic converters on minibuses
3. Improve combustion and install control equipment on small boilers
4. Implement a program to reforest Mexico City and the Valley of Mexico
5. Remove very obviously polluting cars and prevent them from entering city
6. Prohibit all open burning
7. Limit use of paints and finishes in industries that don’t control vapors
8. Install vapor recovery systems in filling stations (both storage and delivery)
9. Improve taxi efficiencies by use of taxi stands

10. Improve electric transport (trolleys)
11. Reduce emissions from metal cleaning and degreasing
12. Reduce emissions from dry cleaning
13. Continue to require catalytic converters on automobiles
14. Convert gasoline trucks to CNG
15. Require gasoline trucks to conform to 1993 standards
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Taking into account the time and place of
the O3 peak, a trajectory for the air mass was es-
tablished by tracking HOTMAC wind fields
backwards.  The resulting trajectory indicates the
displacement of the air mass from the northeast
to the southwest in the MCMA.  The emissions
of the corresponding cells in the trajectory are
incorporated into the simulation.  The meteoro-
logical parameters registered at the correspond-
ing monitoring stations are incorporated as well.
Table D.11 is a list of the time and the correspond-
ing monitoring station whose parameters were
used to simulate the air mass trajectory for Feb-
ruary 22, 1992, from 7:00 a.m. to 2:00 p.m.

For the trajectory calculations, the VOC
emission inventory was multiplied by a factor
of 4 and the NOX by 1.5.  A comparison between
the results for O3 and NOX and those registered
at the monitoring stations, at the same locations
in the trajectory, is given in Figures D.21 and
D.22.  Good agreement is observed for both spe-
cies; however, the agreement for O3 is better.

The O3 evolution for the base case airshed
simulations compared with the monitored val-
ues is given in Figures D.23 to D.29.  The agree-
ment is much better for those stations in the north
and east of the MCMA than for those in the south
and west.  For the southwest, the model consid-
erably underpredicts the peak O3 concentration.

2. Ozone Vertical Profiles.

With the CIT model it is possible to depict
the O3 vertical profile since seven vertical layers
are taken into account in the simulations.  In Fig-
ure D.30 two vertical profiles of O3 concentra-
tion are shown, both corresponding to the base
case.  They are the result of trajectory simula-
tions.  In the figure it can be seen that at noon
the O3 concentration decreases above 1 000 m,
but during the night ground-level O3 concentra-
tion is very low (less than 0.07 ppm).  However,
above 200 m at night the concentration increases
to values as high as 0.350 ppm.  This last result
is consistent with experimental findings that
suggest that the atmosphere is stratified in lay-
ers.  In each layer, the chemical species and me-
teorological parameters are significantly differ-
ent, indicating the isolation of layers from each
other and from the ground.  This is shown in
Figures D.31 and D.32.

The analysis of data from a morning aircraft
flight (10:27 a.m. to 11:05 a.m.) has shown that
the atmosphere is in fact stratified. (Diaz-Frances
et al., submitted)  A concentration of 0.204 ppm
of O3 was measured at 300 m height, whereas at
the same hour, in a similar location, the O3 con-
centration at ground level was only 0.06 ppm.

TABLE D.11 Time and Related Location of Air Mass
Parcel for a Trajectory Simulation

Monitoring Monitoring
Time Station Time Station
07:00 Xalostoc 11:00 Merced
08:00 Xalostoc 12:00 Merced Plateros
09:00 Xalostoc Merced 13:00 Plateros
10:00 Merced 14:00 Pedregal
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Figure D.21. Trajectory calculation results for
O3 compared to values measured at a corre-
sponding time and place.
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Figure D.22. Trajectory calculation results for
NOX compared to values measured at a
corresponding time and place.
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Figure D.23. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Xalostoc.
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Figure D.24. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Tlalnepantla.
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Figure D.26. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Merced.
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Figure D.27. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Iztapalapa.
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Figure D.28. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Cerro de la Estrella.

Figure D.25. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Lagunilla.
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Figure D.29. O3 behavior from the base case
airshed simulations compared to the moni-
tored values at Pedregal.
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Figure D.30. Simulation of vertical profiles of
O3 concentration, both corresponding to the
base case.
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Figure D.31. O3 vertical profile obtained by
aircraft for February 13, 1991. The profile is
taken in the morning and shows atmospheric
stratification.
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Figure D.32. Relative humidity vertical
profile taken by aircraft on the morning of
February 13, 1991. The profile demonstrates
atmospheric stratification.
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6. Performance Summary

The comparison of airshed simulated con-
centrations at several parts of the MCMA with
the corresponding monitored values showed
that the CIT simulations underpredicted O3 con-
centrations for the southwest of the MCMA.  The
simulations did, however, show adequate behav-
ior for the northern and eastern parts.  Model
performance tests for the other three pollutants,
CO, NO2, and SO2, displayed a fairly similar
behavior.  These results show that the model can
follow the diurnal variations and transport of
these four species.

The simulation of the period from February
26 to 28 reproduces the increase in the O3 con-
centration from one day to the next quite well.
In Figures D.33 and D.34 the simulation results
for the February 22nd and the February 27th-to-
28th periods are compared with monitored val-
ues for several stations in the MCMA.  In gen-
eral, the agreement is quite good; however, it is
better for the stations in the northeast, southeast
and downtown areas than for those in the west
of the MCMA.

If one looks at the results for February 22
over the entire simulation area, one sees that
there are locations near the boundary of the
modeling region at which O3 concentration re-
mains high even at night.  This is shown in Fig-
ure D.35, which represents O3 concentration in
the CIT domain at 10:00 p.m.  Unfortunately,
there are no monitoring stations in these loca-
tions, so there is no possibility to check if these
predictions are correct.  The remaining O3 may
be explained by one of two possibilities: either it
is a consequence of low evening NOX emissions

D. Photochemical Modeling
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(which react with O3) because those locations are
sparsely populated or, it is an aberration caused
by boundary conditions in the model.

A more stringent test of the model and the
input data would be to model an O3 episode
from another season. However, at this time the
data is not readily available to perform such a
test.

Figure D.33. CIT model simulation results for
O3 concentration. The simulation results are
for the February 22nd period.
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7. Improvements and Future
Applications

a. Simulation using a larger domain

(February 22, 26�28).

A set of calculations was performed with a
larger domain in order to determine whether
background pollutant concentrations, as re-
flected in boundary conditions, could have in-
ordinately influenced the smaller domain calcu-
lations.  The effect on the MCMA of sources out-

side the immediate urban area can also be ex-
amined when they are included in the simula-
tion via expanding the domain.

A comparison of the domains can be found
in Figure D.36.  Use of the larger domain had
quite an effect on the results as can be seen in
Figures D.37 and D.38.  An examination of these
results for February 22nd shows a sharp peak in
O3 concentration at 10:00 a.m.  However, for the
large-domain calculations the 10:00 a.m. peak is
less sharp and, in general, the predicted values
are closer to the observations than those from
the smaller-domain calculation.  The temporal
profile of the O3 peak is broadened in the large-
domain calculation.  It appears that the use of
the larger domain improves model performance,
particularly in the central and southern areas.

The predicted CO concentrations for the
larger domain are higher than observations, as
is also the case in the smaller domain calcula-
tion.  Nevertheless, the model performs well in
the southeastern areas and not as well in the
northwestern areas.  Model performance for NO2
was similar for both simulations, even though
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Figure D.34. CIT model simulation results for
O3 concentration. The simulation results are
for the February 26 to 28th period.
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Figure D.35. CIT simulation showing residual
O3 in parts per hundred million on the
boundaries of the domain at 10:00 p.m.
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the stations with large overpredictions were dif-
ferent.  Although SO2 concentrations are still
very high at night with the use of the larger do-
main, the performance is good from noon to 4:00.
Model performance improved in the south with
use of the larger domain.

Comparison of predictions for the 22nd and
the 26th (both for the large domain) show that
the predictions for the 26th did not have the
sharp early peaks seen in the simulation of Feb-
ruary 22nd.  The behavior of CO, NO2, and SO2
in the large-domain simulations for the 22nd and

26th tracked daytime observations quite well.
All of these pollutants show early to midmorning
peaks.

Figure D.38 illustrates the large domain
simulation for February 22nd using the default
diffusivity coefficient.  Figure D.39 illustrates a
simulation using the enhanced, or HOTMAC,
diffusivity coefficient.  With the enhanced coef-
ficient, the O3 peak is less sharp, but still appears
a little early compared to observation.  The morn-
ing and evening peaks for CO, NO2, and SO2
are all lowered with a tendency toward

D. Photochemical Modeling
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Figure D.37. Small-domain calculation for the
February 22nd period.

E–W Coordinate

Figure D.36. A comparison of the CIT model
domains with monitoring station locations
indicated. The small grid squares are 5 km on
a side. The heavy line defines the small
domain, and the scattered boxes represent
monitoring stations.
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underprediction, but the daytime variation is
tracked fairly well.  Figures D.40 and D.41 show
a similar comparison for the February 26-28
simulation period.

Another possible improvement would in-
volve drawing a domain that included the gulf
coast.  This domain would better represent the
effects of the linked sea breeze.  This would be
done by surrounding the existing coarse grid
with another grid with 18 km cell size.  It would
allow a better representation of moisture and

temperature changes which occur over the
coarse of the simulation.  Some of the anoma-
lous winds as represented by Station B might be
associated with an eddy produced by the effects
of the sea breeze.  In the current simulations the
effects of the sea breeze were captured by the
tethersonde or rawinsonde driving winds.  An
additional grid would cost very little in compu-
tational time because the large grid cells would
give much longer time steps than those used for
the inner grids.
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Figure D.38. Large-domain calculation for the
February 22nd period with default diffusivity
coefficient.
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Figure D.39. Large-domain calculation for the
February 22nd period using the enhanced, or
HOTMAC, diffusivity coefficient.
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Using hourly averaged wind speeds and di-
rections at different heights from the large sodar
(sound detection and ranging instrument) now
operating in downtown Mexico City would also
improve the results.  The wind measurements
would provide a better representation of the av-
eraged wind descriptions that the model uses.
This step would require very little or no changes
in the model itself.

There are four areas in which model or model
input changes might be helpful.  One area would
be to consider the effects of spiraling winds and

make appropriate adjustments so that wind speeds
are not underestimated because of the changes of
direction with height.  A second area would be to
improve the properties of the surface coverages
used in the model.  We are currently using bulk
properties, which ignore the effects of differences
in materials.  For example, a small layer of dead
vegetation can act as an effective insulator, which
can produce a much different energy balance.  The
surface parameters used for various surface cov-
erages represent, at best, preliminary estimates that
could probably be significantly improved.

D. Photochemical Modeling
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Figure D.40. Large-domain calculation for the
February 27th-28th period with default
diffusivity coefficient.
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Figure D.41. Large-domain calculation for the
February 27th-28th period using the en-
hanced, or HOTMAC, diffusivity coefficient.
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Another area in which the model could
probably be improved is in the treatment of long-
wave radiation.  The treatment depends upon a
simple representation of how moisture and CO2
absorb and reradiate energy as a function of tem-
perature throughout the atmosphere.  One study
has measured long-wave radiation about 10%
lower than that calculated by the model.  Such
changes could have a significant effect on the
energy balance and may explain why the mod-
eled temperature in the early morning is higher
than the measured temperature.  A reexamina-
tion of the coefficients might produce better
agreement with measurements.

A major area that might improve model per-
formance would be the use of an improved treat-
ment of the short-wave and long-wave radiation
effects of clouds.  An improved treatment of
short-wave radiation has been tested in a one-
dimensional version of the code, but it has not
been implemented in the three-dimensional ver-
sion.  The long-wave radiation effects have been
used in other applications, but they were not
used in this study.

D. Photochemical Modeling
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E. EVALUATION OF
INTEGRATED AIR QUALITY
MODELING SYSTEM

1. Description

In recent years, the desire and priority given
to decreasing the atmospheric pollutant concen-
trations in the MCMA has grown significantly.
In fact, much has been accomplished.  The ap-
plication of air quality modeling to analyze pol-
lution abatement measures and to provide sup-
port for policy making is one of a large number
of programs designed to decrease emissions or
to manage improvement in air quality.

The first step towards using these models
to analyze control strategies is the simulation of
base case scenarios of specific episodes.  Initial
simulations lead to model refinement by identi-
fying weaknesses in input data and, conse-
quently, areas for further investigation.  These
simulations can also point to weaknesses in the
model formulation when applied to a particular
location.

It was found that predicted pollutant con-
centrations from the base case simulation with
the most recent emissions inventory and meteo-
rological inputs did not match observations as
well as was expected.  Two possible weaknesses
were identified and tested.  One was the limita-
tion of the model for determining vertical
diffusivities.  The model used for the calculation
of the vertical diffusivity is believed to underes-
timate diffusivities when there is significant tur-
bulence resulting from shear.  This is an impor-
tant phenomena in the MCMA.  The second
weakness was the major influence of boundary
conditions with the small domain simulations.

As a consequence, a second series of simu-
lations were performed with vertical diffusivities
derived from the HOTMAC prognostic model
and with increased domain size.  With these
modifications model performance, as indicated
by O3 concentration predictions, improved sub-
stantially.

2. Sensitivity Analysis

The degree of success in the application of
an air quality model, which is a very complex
system, to an airshed region depends both on
the limitations of the model itself and on the
uncertainties in the suite of input data.  While
improvement in the description of the atmo-
spheric physicochemical process (the model it-
self) is a matter of basic research, considerable
insight into the correct application of the model
can be gained from studying the effect of varia-
tion on the parameters that characterize the re-
gion.  This sensitivity analysis provides a direct
means for evaluating how the predictions can
vary as a result of changes in either input vari-
able or structural parameters.

An analysis that considers simultaneous
variation in all parameters over their full range
of uncertainties is called a global method. Con-
versely, local analyses attempt to infer the shape
or value of the response at a particular point.
Conceptually, the simplest approach is to solve the
system repeatedly, varying one parameter at a time.

A series of input parameters:  initial condi-
tions, the emissions inventory temporal pattern,
photolysis rates, the initial VOC/NOX ratio, HC
speciation, and boundary conditions have all
been identified by local sensitivity analysis as
having significant influence on the performance
of the air quality models applied to the MCMA.

E. Evaluation of Integrated Air Quality Modeling System
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E. Evaluation of Integrated Air Quality Modeling System

Independent analysis of photochemical oxi-
dation mechanisms (Ruiz-Suárez L.G et al. 1993)
under the MCMA conditions (i.e., irradiation,
pressure, temperature, and humidity) shows that
the LCC mechanism can be used to confidently
predict the O3 formation.

3. Conclusions

The integration of the series of models—
HOTMAC, RAPTAD, and CIT—has been suc-
cessfully accomplished.  Application of this set
of models to the MCMA as a part of a larger tool
for integral evaluation of pollutant control op-
tions has gained the attention of decision mak-
ers and the scientific community in Mexico.

The models were applied to the MCMA in
two scenarios of interest during an intensive
monitoring period (February 1991).  It was found
that the base case simulation with improved
emissions inventory and meteorological input,
did not perform as well as expected in regard to
O3 predictions.  Two weaknesses were identified
and tested.  The first was a limitation of the pho-
tochemical module in the calculation of vertical
diffusivities.  The second weakness was the un-
due influence of boundary conditions because
of the small domain originally used.  New cal-
culations with modified vertical diffusivities
derived from the HOTMAC prognostic model and
with a larger domain greatly improved the perfor-
mance as measured by predicted O3 behavior.

A variety of evidence, including trajectory
and airshed simulations, suggests that the offi-
cial emission inventory is underestimated re-
garding VOC emissions in particular.  As antici-
pated, the assessment of control options shows
that the potential air quality improvement will
not be equal across the geographic extent of the
MCMA.  Hence, the use of air quality models

before a control strategy is adopted is essential
in order to predict the geographic variation of
the expected air quality improvement.  It was
also shown that the improvement in the air qual-
ity to be expected by the simultaneous imple-
mentation of a group of options is not a linear
response of the emission reductions.

4. Future Developments

The set of models discussed here, as adapted
for application to the MCMA, are ready to be
used for the evaluation of air quality manage-
ment policy options at the interest of Mexican au-
thorities or other sponsors.  An evaluation of the
expected benefits of reducing sulfur in diesel oil
and of gasoline reformulation has been requested
by PEMEX and the Metropolitan Commission.

It has also been proposed that the modeling
tools developed in this project be applied and
extended in a comprehensive study of the
sources and fates of suspended particles in
Mexico City.  Suspended particulates constitute
the second worst air quality problem in Mexico
City.  As in the present project, the integrated
models will support the evaluation of options
for reducing suspended particles both from a
technical point of view and with consideration
of socioeconomic factors.

Secondary aerosol formation, that is atmo-
spheric in situ formation of aerosols from gas-
eous precursors, is a complex scientific problem,
highly interesting and challenging.  The goal is
to select and combine appropriate models into a
relatively seamless tool that is able to provide
source-receptor impact analysis and the coupling
of aerosol physics and chemistry to airshed mod-
els. Particular emphasis will be placed on the
analysis of the relationship between aerosols and
visibility.
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F. Description of Data Sources

F. DESCRIPTION OF DATA
SOURCES

There are several kinds of data sources re-
quired to drive the models.  These include

• meteorology,
• emissions,
• ambient measurements, and
• geographical inputs.

1. Meteorological Data

The primary source of measurements to
drive the meteorological model was the airport
balloon soundings and the tethersonde measure-
ments.  The airport balloon launches gave the
vertical temperature, humidity, and wind pro-
files, while the tethersonde winds were used for
the lowest 750 meters when available.  During
the intensive study period the airport balloon
launches occurred about seven times a day as
opposed to the normal frequency of two
launches per day.  More detail on the limitations
of these data sets can be found in sections B.5.b
and B.5.c where the model-measurement com-
parisons are described.

2. Emissions

The development of an emissions inventory
for MCMA is relatively recent, with several ef-
forts having been made, but only since 1986.  For
the present project, the development of an in-
ventory was based on available information,
which is described as follows.

In 1986 JICA, in collaboration with the DDF,
performed a study to estimate emissions from
both mobile and stationary sources in the MCMA.
For mobile source emissions, the vehicular traffic
volumes were determined in the 16 delegations of

the DF and in several municipalities of the border-
ing EdoMex.  For stationary source emissions es-
timates, 361 factories in the DF were surveyed.
Data from these studies were used to define an
emissions inventory for MCMA.  This inventory
reported emissions in a grid of 1 km2 cells, and
only reported emissions of NOX, SO2 and CO.
The final report of the JICA-DDF study was re-
leased in 1988. (JICA 1988)

Starting with the JICA-DDF inventory, the
DDF in 1989 and 1990 constructed an emissions
inventory for PICCA.  The inventory included
emissions of HC, NOX, SO2, CO, total suspended
particles, and some estimates for lead. (PICCA
1990)

In 1991, the Air Quality Management Pro-
gram for the MCMA (AQMP 1991) was pub-
lished with the PICCA inventory.  Newer efforts
which were made to refine and improve the in-
ventory were discussed, but the results were not
integrated into a new inventory.

The Mexico Transport Air Quality Manage-
ment in the Mexico City Metropolitan Area: Sec-
tor Study (World Bank 1992), published at the
beginning of 1992, also reported an emissions
inventory.  This emissions inventory was a modi-
fication, primarily for mobile source emissions,
of the PICCA inventory.  In this new inventory,
emissions for HC, NOX, SO2, CO, total sus-
pended particles, and lead were reported.

The JICA performed another study for the
Mexican government and released the final re-
port at the end of 1991. (JICA 1991)  This study
reported emissions for stationary sources based
on an on-site survey of 97 industrial sites in the
MCMA and on measurements carried out in 25
of those sites.  Another report used by MARI to
account for stationary sources was released in
1992. (PICCA 1992)
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At this time, the German TÜV team, in col-
laboration with the DDF, is developing a new
emissions inventory for mobile sources. (TÜV
ARGE MEX 1992)  Vehicular emissions are be-
ing estimated from vehicle surveys and traffic
counts across the MCMA, combined with calcu-
lations from MOBILE-MCMA.  Data from all the
above mentioned emission inventories were
used in MARI to obtain an emissions inventory
for modeling purposes and strategic analyses.

3. Ambient Measurements

In addition to the experimental campaigns
that are described in Volume IV of this report,
air quality measurements are done at the sur-
face level at 25 automated monitoring stations
whose locations are shown in Figure F.1.  The
individual stations record some subset of pol-
lutant concentrations (CO, SO2, NOX, H2S, O3)
and meteorological parameters (wind speed and
direction, relative humidity, temperature).  Only
five stations are instrumented for the full range
of measurements.  Total suspended particles are
collected in a manual monitoring network con-
sisting of 24 stations.  In five of them, data for
PM-10 are also collected.

Twice a day (6:00 a.m. and 6:00 p.m.)
rawindsondes are released from the international
airport.  These provide a vertical profile of wind
speed and direction, relative humidity, tempera-
ture, and dew point temperature.

4. Geographical Data

There were two kinds of geographical data
used in the modeling activities: topographical
and land coverage.

a. Topographical Data

A U.S. agency provided the project with 1-
km resolution data, which covered the entire
domain surrounding Mexico City.  HOTMAC
requires resolution equal to half the grid size, so
the inner grid used 1-km resolution data, and
the outer grid used 3-km resolution data.

b. Land Coverage Data

Land coverage data were developed by the
University of Utah Engineering and Research
Institute which used the LANDSAT satellite data
to classify the fine grid area.  Ultimately, they
provided a 2-km mesh that was 1 km offset from
the fine grid with fractional land coverage in each
of 13 categories.  The categories used were:
(1)vegetation, (2) mostly bare soil, (3) dark soil,
(4) shadow/volcanic/urban, (5) urban/lower
income, (6) city and foothill vegetation, (7) wa-
ter, (8) dark urban material, (9) urban material
mixture, (10) urban/mostly downtown, (11) veg-
etation mixture, (12) mountain vegetation, and
(13) rock and mountain vegetation mixture.
Figure F.2 displays the cells classified in this man-
ner.  In addition to the fractional land coverage
data, they also provided data on the typical val-
ues of radiation in each band associated with the
various subcategories that made up each classi-
fication.  These data were used to help estimate
surface albedos and water above different land
use classes.

The satellite data were developed from a
LANDSAT image taken during the late morn-
ing on February 17, 1991.

F. Description of Data Sources
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F. Description of Data Sources

Figure F.1. Locations for the twenty-five monitoring stations in the MCMA where air quality
measurements are done at surface level.
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Figure F.2. A display of the land coverage grid area, which has thirteen categories.

Value Class Name Value Class Name
1 Vegetation 8 Dark Urban Material
2 Mostly Bare Soil 9 Urban Material Mix
3 Dark Soil 10 Urban/Mostly Downtown
4 Shadow/Volcanic/Urban 11 Vegetation Mix
5 Urban/Lower Income 12 Mountain Vegetation
6 Vegetation/Foothills & City 13 Vegetation & Rock Mixture Mountain
7 Water

F. Description of Data Sources
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